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Introduction

The first edition of this book in 2017 placed cyber security front and center to teams of
IT professionals who may not have focused on cyber security. This second edition is
completely rewritten and updated, with more than 70% of the book containing brand-
new Azure cloud security topics. Business relies more on subject matter experts (SME),
the professional resources, as they continue to secure applications and data in the
cloud. This second edition goes deeper on Azure security features that did not exist a
few years ago. This publication is an ambitious resource to provide readers a strong
foundation to learn and deploy Azure security best practices.

This book comes from several years of lessons learned and late nights of trying
to understand the what, how, and why. Having worked with several customers and
organizations moving to cloud-focused technologies, this book will aid in choosing the
right path for planning and moving forward with a cloud strategy. It will also empower
organizations to start taking their first steps toward cloud adoption, cloud migration, and
creating governance around an ever-changing technology and toolset.

This book was written for the following types of IT/cloud professionals:

o IT subject-matter experts (SMEs)

o IT professionals looking to expand their knowledge of cloud
technologies

o Cyber security teams

This second edition does not repeat guidance to review current cyber security
reports; that should now be part of your security practice. You expand beyond Azure
Security Center and learn to use new and updated Azure native security services like
Azure Sentinel, Privileged Identity Management, Azure Firewalls, and SQL Advanced
Threat Protection and how best to protect Azure Kubernetes Services. Open this book
and begin the deep dive into Microsoft Azure Security.



PART |

Zero Trust Cloud Security

In Part 1, the focus is on the configuration of Azure cloud-native security solutions to
support a Zero Trust model. Let us first understand the that cloud native are security
solutions created by Microsoft Azure for consumption in your Azure Tenant and
subscriptions. You need to consider what supports the Azure Tenant, which more closely
is tied to the identity layer, and what native solutions support the subscription layer.

The subscription layer has machines, which are tied directly to identity and customer
data. The data is what every “bad actor” is attempting to copy, augment, or damage.

The cyber security challenges are used to classify Azure cloud security needs to
better focus on improving your security posture in the cloud. Traditional on-premises
have been enabling security in different verticals, networks, identities, users, systems,
applications, and data.

In every chapter, security tools and techniques are introduced and real-world
examples of how attacks were achieved, and each example trains the Azure Security
operations teams using the cyber kill chain as their “north star” Blue teams in the cloud
need to learn how to disrupt the kill chain at every link. The reader is introduced to the
most current command and control (C&C or C2) information framework to support
examples. The tool is used to identify hacker techniques based on their past attacks and
forensics. Examples will expand on different attack techniques with exercises to upskill
their Azure cloud security knowledge from these community-supported tools (https://
attack.mitre.org/ and www.thec2matrix.com/matrix).


https://attack.mitre.org/
https://attack.mitre.org/
https://www.thec2matrix.com/matrix

CHAPTER 1

Reduce Cyber
Security Vulnerabilities:
|dentity Layer

Navigating the shifting landscape of security can be a daunting task, especially when
making the jump to cloud services or after reading about the latest breach that happened
to “Company Z.” It can be confusing learning a new technology as both the threats and
the platforms we use evolve every day. By understanding and implementing some of the
concepts and technologies outlined in this chapter, you will stay on the forefront of the
emerging trends in cyber security.

In this chapter, we will explain some of the mechanisms to create layers of protection
around your Azure Tenant; how to manage Azure users and groups, utilizing Azure
Active Directory (AAD) as your Identity Management solution with OAuth, SAML, or AD
Connect; and how to set up Privileged Identity Management.

Note The topics and guidelines in this chapter represent how to take your first
steps to managing your identity in Azure. We cover a baseline that can be tailored
to fit your specific organizational needs.

© Marshall Copeland and Matthew Jacobs 2021
M. Copeland and M. Jacobs, Cyber Security on Azure, https://doi.org/10.1007/978-1-4842-6531-4_1
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Azure Cloud Relations: Tenant, Subscription,
Resources

As organizations start their journey toward migrating to full cloud with Azure or by
expanding their environment to include Azure in normal operations, we have to beware
of a new attack vector in our security posture. Tenant security, which encompasses our
subscription, resources, and our Azure AD are all now in play for potential exploitation.
In this section, we will outline where the responsibility falls for Tenant security based on
your service model and create some controls around your subscription, resources, and
APIs.

Azure Tenant Security

Tenant security can seem like one of the most daunting tasks to tackle. Since Microsoft
Azure is a public tenant, there is a certain level of responsibility that is shared between
Microsoft and the consumer. Your organization’s use of Azure for Infrastructure as a
Service (IaaS), Platform as a Service (PaaS), or Software as a Service (SaaS) will drive the
amount of effort needed to implement security controls.

We can break down the responsibility into three parts: Microsoft, shared, and
consumer. No matter which scenario, governance around the physical data centers
that Azure resides is Microsoft’s responsibility. Microsoft will manage the availability,
security controls, and vulnerability for the base on which the Azure platform resides.
The consumer is always responsible for the users, data, and level of access within the
platform. The shared responsibilities are mixed between the three service models. TaaS
commands more responsibility on the consumer side, Paa$ is generally 50/50, and SaaS
puts more responsibility on Microsoft (Figure 1-1).
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Shared responsibility model

2

Responsibility 5335 PmS  |aas

-
3

Information and data
Devices (Mobile and PCs) RESPONSIBILITY ALWAYS RETAINED BY CUSTOMER
Accounts and identities

Identity and directory infrastructure

AR RESPONSIBILITY VARIES BY SERVICE TYPE
Netwerk controls
Operating system
Physical hosts

RESPONSIBILITY TRANSFERS TO CLOUD PROVIDER

Physical network

Physical datacenter

Figure 1-1. Microsoft’s shared responsibility model

Even through all of these different responsibilities and configurations, Microsoft
provides a basic toolset. Activity logs, alerting, and metrics are all configurable to your
custom criteria. Take advantage of the work Azure does behind the scenes populating
the toolset.

Azure Subscription Security

At first glance, it may seem inconsequential to talk about subscription security. You may
be asking, “What kind of data can be stolen from my subscriptions?” Some attackers are
not always out for financial gain or to harvest data, but to cause disruption of service.
There is also an internal threat from your daily administrators and end users. An end
user or administrator may accidently navigate to a section of the Azure portal and
inadvertently cause harm. Due to Azure being primarily an operational expenditure, the
quickest way to sour an organization’s experience with Azure is an extreme increase in
cost. The easiest control put in place is an Azure Management Group.

Azure Management Groups are used for access control, policy, and compliance for
subscriptions across the tenant. You can deploy an Azure Management Group through
the Azure portal, PowerShell, or Azure CLI. Similar to NTFS permissions where you
can apply different actionable items to a user or group, the same concept applies to
a management group. Owners have the ability to do everything, Contributors can do
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everything but assign access, and Readers can read. For tighter controls, we can also
apply the roles of MG Reader or MG Contributor, which only allow for actions within the
management scope. Refer to Figure 1-2 for a detail of roles and actions.

Azure Role Name Create Rename Move** Delete Assign Access Assign Policy Read
Owner X X X X x x x
Contributor X X X X X
MG Contributor* X X X X %
Reader X
MG Reader* X
Resource Policy Contributor X

User Access Administrator X X

*: MG Contributor and MG Reader only allow users to do those actions on the management group scope.

**: Role Assignments on the Root management group aren't required to move a subscription or management group to and from it.

Figure 1-2. Microsoft Azure Role-Based Access Control (RBAC) table

Azure API Security

An application programming interface (API) is one of the mechanisms by which we can
deliver requests of information from a single service or multiple services at the same
time. At its simplest form, we use an API by sending a request containing information we
would like to receive to a given service. The service will review our request, run through
a predefined process, and return information back for use. Azure allows organizations
to enable a centralized location for the management of APIs within your tenant. API
management is broken down into three main parts: API Gateways, the Azure portal,

and the developer portal. An API Gateway serves as the external facing entry for access.
The Azure portal is where you can administer your policies, create security metrics, and
manage access. The developer portal is where you can manage your API documentation
and allow web developers the access for integration with your APIs.

According to the Microsoft documentation (https://docs.microsoft.com/en-us/
azure/api-management/security-baseline): “Azure provides a solid foundation in
which to host and manage your organizations APIs but there is a baseline of security
practices that should be followed to enhance the security within the platform. Some of


https://docs.microsoft.com/en-us/azure/api-management/security-baseline
https://docs.microsoft.com/en-us/azure/api-management/security-baseline
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the best practices recommended from Microsoft are to Deploy your API Management
inside of your Virtual Network in Azure, Monitor the traffic to and from your APIs by
using Network Security Groups with flow logs, Create detailed documentation around
network traffic rules, Configure a Central Log Management with Azure Sentinel, Perform
Regular Audits of accounts access.”

Azure Resource Locks

Azure resource locks are a mechanism built into Azure that will allow you to freeze an
object from being deleted or being changed. Implementing a resource lock allows for
greater safeguards to protect your mission-critical objects inside of Azure. Whether
you are creating a barrier for someone who has infiltrated your tenant or the passing
administrator that makes an accidental click, it is important to understand the different
levels and how they apply. Resource locks can be initiated at three different levels:
subscription, resource groups, and the resource. When applying a resource lock, you can
set the properties to either CanNotDelete or ReadOnly. Once applied, a resource lock
will negate any Role-Based Access Control inherited from a group or subscription, and it
will require a conscious administrative override to remove.

In this example, we will create a lock on a resource group.

1. Login to your Azure Tenant with an account that has an
ownership or a user access administrator role.

2. Navigate to the resource group you want to enable the lock on
and select it.

3. Intheleft-hand column, select the Locks option.

4. Enter a description for the lock name and select delete.
5. Add some notes for why you are enabling the lock.

6. Click Okay.

Accomplish this in PowerShell by running New-AzResourceLock:

New-AzResourcelLock -LockName LockOnCriticalResource -LockLevel CanNotDelete
-ResourceGropuName myResourceGroup
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Note Be careful when applying resource locks in certain areas of the Azure
tenant as they will block some of the basic functionality of automation such as
Azure Resource Manager or Azure Backup service.

Managing Azure Active Directory: Users and Groups

Azure Active Directory (Azure AD) becomes your centralized Identity Management
platform for your users to access applications in the cloud and in your on-premises
environment. Azure AD uses the same concepts and objects that you are used to in

a traditional on-premises Active Directory. Azure AD allows for the creation of users
and groups either directly from the tenant or by syncing them from an existing Active
Directory deployment using Azure Active Directory Connect, which is discussed in a
later section. For organizations that are hybrid cloud or federated with Azure, your on-
premises Active Directory will act as your source of truth for any accounts and groups
that are replicated to the cloud.

Azure Users

Azure introduces a new flexible option when it comes to managing end user access with
the ability to have internal and guest user accounts. In a traditional Active Directory, the
entirety of your user base exists completely in your on-premises environment under a
set of policies. Adding an external user’s access to your tenant provides the flexibility to
work with consultants and contract workers without needing to provide access to all of
your consumable resources and on-premises resources. For example, when a guest user
is added, it will take one license seat in Azure, but it will negate the need to provision the
user for email and productivity applications. In the same regard, adding guest users to
the tenant instead of syncing them from on-premises provides an air gap between them
and your local resources. You will still be about to enforce Multi-Factor and Conditional
Access Policies, discussed in a later section, for your guest users.
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Azure Groups

Azure groups allow us to combine users together into one object that we can reuse
multiple times. In Azure, we have two different group types: security groups and
Office365 groups. An Office365 group is used when you are creating a group that

is intended for collaboration with email, SharePoint, and teams. When creating an
Office365 group, you will set an email address associated with the group that will
serve as a distribution list in Exchange and will create a teams/SharePoint site. This
type of group is ideal when setting up whole departments such as HR. It should be
used to include everyone rather than being granular. For more granularity, we use
a security group which has two different configuration types: direct and dynamic.
A security group in Azure that has direct membership is similar to a security group
in an on-premises Active Directory Group. A dynamic group in Azure reuses the
concept of an Exchange dynamic distribution group and affords us some more
automation of managing our security group. Dynamic groups can be used to target
devices or users.

CREATING A DYNAMIC USER GROUP

1. Log in to your Azure Tenant using an account with global administrator access.
Select Azure Active Directory.

Click Groups.

Click New Group.

Leave the Group type Security.

I T e

Enter the name of the group.
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10

7. Select Membership type as Dynamic User.

a. Notice the Create button is grayed out until we set a query.

New Group

Group type *

| Security

Group name * ()

[ security-1T_Helpdesk

Group description (O

| This group contains the Helpdesk Users

Azure AD roles can be assigned to the group (Preview) O

-
| Yes m
.

Membership type * ©

| Dynamic User

Owners

No owners selected

Dynamic user members * (O

Add dynamic query

Create

8. Click Add dynamic query.
9. Add the attributes needed to populate the group.
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Dynamic membership rules X

Save X Discard 7 Got feedback?

Configure Rules  Validate Rules (Preview)

You can use the rule builder or rule syntax text box to create or edit a dynamic membership rule. & Learn more

And/Or Property Operator Value
department Equals Information Technology O]
[ And v | [ jobTitte | [ contains ~ | [ Helpdesk m

+ add expression =+ Get custom extension properties (0]

Rule syntax Z Edit
(user.department -eq “Information Technology”) and (user jobTitle -contains “Helpdesk”)

10. To validate your results, click Validate Rules.

11. Add a user or users to test your syntax.

Dynamic membership rules X

save X Discard | <7 Got feedback?

Configure Rules  Validate Rules (Preview)

Rule syntax & Edit
{user.department -eq “Information Technology™) and (user jobTitle -contains "Helpdesk™)

Add users to validate against this rule. Learn more

+ Add users () validate @ ngroup €Q Notingroup  (§) Unknown

Name Status

Chris Green
I
@ careen@iacobslabs.com o View detalls

12. Edit your syntax as needed by clicking Edit or Configure Rules.
13. Once you see the results you expect, click Save.

14. You will be taken back to the original New Group create page, and the Create
button is no longer grayed out. Click Create.

11
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Your membership may not be populated immediately as the rules will take time to process
(Figure 1-3). Once completed, you will see your members added to the group (Figure 1-4).

@) security-IT_Helpdesk =

Group
W Detete B Preview festures 7 Got feedback?
0 Overview
¥ Disgaoss and sobe probims security-IT_Helpdesk
Manage This group cantains the Helpdesk Users
11 Properties
2 Members Mambership type Dynamic B
2 Owners —— o] &
& Administrative units Preview) r
Type Security 0
# Group memberships
Object 1d bese92H-B00I-4587-84dd 403327626000 B
B Appications ot |
% Licenses Creation date B/8/2020, 11:0425 AM B
Azure role aisignments Membership processing status Evaluating B
M Dynamic membership nies -
o Membership last updated In Progress B

Activity

hacess reviews
Direct members

B Audi logs

2+ Bulk operation results & 0w &2 0 Groupts) 80 Dwvicets) B0 0therts)
Troubleshooting « Support Group memberships Cramers
2 New support request a0 &0

Figure 1-3. Processing a dynamic membership

(i security-IT_Helpdesk =

Group

& Delete [l Preview features <0 Got feedback?

0 ovenview

X Disgnose and sobve problems secu rity- W_Hel pdesk

Manage S This group contains the Helpdesk Users

Il Properties

2 Members Membership type | oymamic o]

& Omen Source [(cioud ]

B Adménistrative units (Preview) s .

Type | Security (3]

i Group memberships :

Object Id | bede9921i-B001-4587-8idd-40332762 6400 1]

Hi Applieations L m L il st

s Licenses Creation date | /872020, 11:0425 AM “_:
Agure role assignments Membership processing status | Update complete L]

B Dysaaicsnsmbetiy res Membership Last updated [ /872020, 111048 AMt D)

Activity

ALCESS reviews
Direct members

EH Auditlogs

= Bulk operation results & 3 et &P 0 Groupia) [l 0 Deviceis) & oot
Troubleshooting + Suppart Group memberships Owners
& Newsupport request &0 &0

Figure 1-4. Dynamic membership complete

12
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REAL-WORLD USE

Company A creates dynamic groups to assign licensing based on the role of an end user.
Subscribing to different licensing plans for collaboration, the company can leverage a dynamic
group to assign licensing for its customer-facing workers who need a Microsoft E1 plan and its
corporate workers who need an E5 plan. By searching for the department, job title, and office
location, we set up the licensing to automatically be assigned once the user was created in
Azure or replicated from Active Directory.

Azure Active Directory: OAuth, SAML, AD Connect

The days of needing to remember a username and password for every application are
in the past. The concept of identity has evolved to encapsulate Single Sign-On (SSO),
Multi-Factor Authentication (MFA), and the trust between an Identity Provider (IdP)
and a Service Provider (SP). Similar to how Active Directory Federation Services (ADFS)
provide a trust between internal applications and third-party resources, Azure Active
Directory has the ability to become your organization’s IdP and create the same level

of federation or trust. There are multiple ways in which Azure AD can provide a trust to
your organization’s internal, external, and third-party applications.

OAuth

Open Authorization (OAuth) allows for applications and services to interface with
a user’s Identity Provider by establishing a trust between the provider’s server and
the service provider’s application. When a user or administrator grants access to the
requesting application, a token is generated and distributed to the client. The token
contains the scope of access and the IdP information for which the application can trust
avalid authentication.

It is important to understand that when you accept an OAuth connection, you
may not be accepting it for the entire organization. The scope of the request is dictated
based on the access level of the user granting permissions. When accepting an OAuth

13
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request, be sure to provide the correct level of administrative access to your tenant. Most
applications will have an option to “Consent on behalf of the Organization,” allowing for
an administrator to authorize for the whole tenant.

For Example: Application "A" is Requesting Access to your Organization

e Administrators

e Grant for me and only me

e Grant on behalf of my organization
o Users

e Grant for me and only me

OAuth connections will specify what user attributes are being requested from the
application. These values are coded in the application by the application’s development
team. While it is possible to modify the attributes and access tokens that have been generated
for your tenant, doing so may cause unexpected behavior to your production environment.

Note Read all the documentation when integrating an application to gain a better
understanding of the appropriate access needed and information being requested.

SAML

Security Assertion Markup Language or SAML uses Extensible Markup Language (XML)
to provide a trust relationship for authentication. At its core, SAML is very similar to
Active Directory Federation Services (ADFS). In both technologies, there are three

main components: the user, the Identity Provider (IdP), and the Service Provider (SP).
SAML requests are done via a web browser such as Microsoft Edge but can be initiated
when a program has an internally built web browser that can be used for initiated SAML
requests such as Cisco AnyConnect Mobility Client.

When setting up an application or a service to use SAML for SSO, there are some
key components to enable between the IdP and the SP. The SP will need access to the
IdP’s application’s SAML metadata, a signed certificate from the IdP, and the login or
access URL of the application for where to send the SAML requests. The IdP will need to
be configured with the namespace or Uniform Resource Identifier (URI) and the reply

14
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Uniform Resource Locator (URL). The URI or namespace is generally a unique identifier

that maps your users to your instance of the application. The reply URL is where your IdP

will send the validated token back to the application, acknowledging a valid user, and the

attributes associated with that user.

The following are the basic steps involved in the SSO with SAML sign-on process. To

illustrate how this works, refer to Figure 1-5.

1.

2.

The end user client navigates to the SP.

The SP initiates a redirect (Redirect 1) to the IdP for
authentication.

The end user client redirects (Redirect 2) to the IdP.

The IdP receives the request and asks for authentication from the
end user.

The IdP creates a SAML assertion and replies to Redirect 2.
Now that Redirect 2 is complete, the client replies to Redirect 1.

The SP receives the SAML assertion and sends the session back to
the client.

IDP

Client

Step 4

Step 5

Step 1 i

Authentication / Redirect #2

Reply to Redirect #2

——Reply to Redirect #1

Step 7

sp

Figure 1-5. This figure contains the basic workflow for how SSO is achieved
using SAML
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AD Connect

Azure Active Directory Connect, also referred to as Azure AD Connect, is a powerful
tool that allows you to join your on-premises Active Directory to Azure Active
Directory (AAD). This tool can be deployed with different configurations to provide
you with the most flexibility, depending upon your organization’s needs. Having

a clear direction of how your organization will use Azure is critical before taking
the first steps in setting up Azure AD Connect. There are two distinct scenarios to
understand when navigating through the Azure AD Connect setup: federation with
on-premises Active Directory Federation Services (ADFS) and non-federation.

In each scenario, you should deploy the use of Password Hash Synchronization
(PHS). PHS creates a hash file or checksum that is stored in the cloud that will be
used to validate a user’s password when attempting to log in. As an added benefit,
Microsoft will use these hashes to find credentials that have been leaked and that
can potentially be used for exploitation.

As mentioned, it is extremely important to develop a technological road map for how
you will deploy, migrate, and integrate your Azure AD Connect deployment. Federation
and non-federation provide two completely different topologies and user experiences. It
is not advisable to start down either path before having organizational and stakeholder
buy-in. Without proper planning, you may find yourself caught managing two Identity
Providers, creating an overcomplicated topology, and frustrating yourself, your
organization, and end users.

Federation with ADFS

Federation with ADFS allows you to change your tenant from acting as the primary

IdP to acting as the Service Provider (SP). By federating your tenant with an on-
premises ADFS deployment, all users will be redirected to your on-premises domain for
authentication. This scenario is ideal for organizations that are heavily integrated with
ADFS for Single Sign-On (SSO) with limited options to move to cloud or are looking to
extend their presence into the cloud without switching to a full cloud model for Identity
Management. A basic illustration of this is represented in Figure 1-6.
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AzureAD [ Office365
(sP)

Relying Party Trust
SP Trust

ADFS y
(1dP) 3" Party
Websites / Services

Domain.local

Figure 1-6. This is a simple example of federation with ADFS as the IdP

When choosing to federate your Azure AD, be sure to enable Password Hash
Synchronization and have an adequate level of redundancy built into your on-premises
environment. If you lose connectivity to your local ADES deployment through Internet
Service Provider outages, hardware failures, or local configuration changes, you can rely
on Password Hash Synchronization as a backup method for authentication instead of
needing to reference ADFES. One precaution is the longer amount of disconnect between
your domain, the less up to date your Password Hashes, causing a potential influx of
password mismatches when service is restored.

Non-federation

Choosing not to federate extends your Identity Management from local Active Directory
to your Azure Tenant. Unlike federation, Azure AD becomes your IdP, and all other
applications that are deployed in Azure or integrated with Azure will act as Service
Providers. When deploying Azure AD Connect with Password Hash Synchronization,
you also enable your on-premises Active Directory to become your source of truth for
accounts that exist locally and in the cloud. A basic illustration of this is represented in
Figure 1-7.
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AzureAD

(1dP)
Azure AD Connect Trust Relationship

3 party

Domain.local Websites / Services

Figure 1-7. This is a simple example of non-federation with Azure as the IdP

When setting up your Azure AD Connect using a non-federation model, you
have two different options for how your accounts authenticate: Password Hash
Synchronization (PHS) and Pass-Through Authentication (PTA). PTA is similar to the
ADEFS model, but instead of redirecting to an ADFS farm, Azure AD Connect will validate
the credentials directly to your on-premises domain controllers. While each method
has robust security around the transport and storage for credentials, an ideal scenario is
to set up PHS and enable password writeback. Enabling password writeback allows for
users to change their password without the need to directly contact a domain controller.
When the user changes their password through the Azure tenant, the password will be
validated against the password requirements of the local domain. You will also need
to have password writeback enabled to perform Self-Service Password Reset (SSPR),

outlined in a later section.

Security Measures

Now that we have gone over the Identity Provider scenarios, mechanisms we use to
access our identity, and high-level management concepts, we need to look at how we
create security measures within our tenant. Security measures are the ways in which

we minimize the ability for bad actors to gain access to our resources. We will touch
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on Azure application permission scopes, provide an in-depth guide on enabling
Multi-Factor Authentication for our tenant, set up Conditional Access Policies, and
provide a high-level overview of Privileged Identity Management.

Azure Application Permission Scopes

Continuing from our discussion in the “OAuth” section, Azure integrates its tenant
applications based on the OAuth protocol. We can break these permissions or scopes
down into two categories: delegated permissions and application permissions. An
application permission allows for something to be run in the background without the
need to sign in. A delegated permission is run while the user is signed in and allows for
resource calls to be made during the active session.

OPEN WEB APPLICATION SECURITY PROGRAM (OWASP)

You should adopt the OWASP Top 10 program as part of your web application development
program. The OWASP community maintains web application security awareness top 10
list and free articles, methodologies, and tools to help improve DevOps security. You should
promote this free online community with your company to help create effective security
practices to create more secure applications.

https://owasp.org/www-project-top-ten/
Top 10 web application security risks:
1. Injection: There are many injection flaws, such as SQL, NoSQL, 0S, and LDAP

injections. Injections of commands or code execution can occur when untrusted
data is sent as input to an application.

2. Broken authentication: When an application incorrectly implements
authentication and session management, it may lead to attackers
compromising passwords, keys, session tokens, or user identities.

3. Sensitive data exposure: Some Internet applications expose APIs that may not
protect critical corporate data. Encryption at rest or in transit helps protect data.

19


https://owasp.org/www-project-top-ten/

CHAPTER 1  REDUCE CYBER SECURITY VULNERABILITIES: IDENTITY LAYER

4. XML external entities (XXE): Poorly, often older configured XML processors
evaluate external entity references within XML documents, which can lead to
the exposure of internal files using the file URI handler.

5. Broken access control: Security of least privileged is not always followed, so
authenticated users are sometimes allowed to unrestricted access to data or
account access.

6. Security misconfiguration: Manual or untested configuration can result in
insecure patterns, incomplete settings, Internet access to the cloud storage, or
verbose error messages containing sensitive information.

7. Cross-site scripting (XSS): When web applications include untrusted data in
a new web page or object without proper validation or escaping, attackers
execute scripts in the victim’s browser which can hijack user sessions.

8. Insecure deserialization: Insecure deserialization often leads to remote code
execution. Even if deserialization flaws do not result in remote code execution,
they can be used to perform attacks, including replay attacks, injection attacks,
and privilege escalation attacks.

9. Using components with known vulnerabilities: Many thousands of open
source repositories have been abandoned with libraries, frameworks, and
other software modules, containing a known vulnerability for years but never
patched.

10. Insufficient logging and monitoring: Ineffective monitoring or inadequate
incident response alerting security measure can aid attackers to gain access,
maintain persistent access, and extract or compromise data.

Most breach studies show the time to detect a breach is over 200 days, typically detected by
external parties rather than internal processes or monitoring.
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Configure Multi-Factor Authentication

Multi-Factor Authentication (MFA) adds a second-level protection to your end users and
creates second layer of authenticity to your user accounts. The concept of MFA has been
around for several years, and the general public has been using it whether or not they
are aware. Banking ATMs use a form of MFA where the customer enters their credentials
by inserting their debit card. The ATM prompts the customer for their PIN. The second
authentication method in MFA can be categorized into three categories: knowledge,
physical, and personal. Knowledge is something that can be remembered like a PIN or
passphrase. Physical is a device like a hardware token or cell phone that can travel with

a user. Personal is unique to the user such as fingerprint or facial features. Azure MFA
supports a physical device.

Enabling Security Defaults

Configuring your tenant’s basic Multi-Factor Authentication (MFA) options is pretty
straightforward. The options available for configuration expand based on the Azure
licensing you purchase. The Azure AD free subscription will offer MFA using the
Microsoft Authenticator app to end users and MFA via the app, text, and phone call

to administrator accounts. To enable MFA using the Azure AD free subscription, you
must turn on security defaults. After enrolling in MFA, your users will be prompted to
reauthenticate every 14 days from known devices and sessions, and your accounts that
hold an administrative role will be prompted for MFA every time they access the tenant.

ENABLING SECURITY DEFAULTS

1. Log in to your Azure Tenant using an account with global administrator access.
Select Azure Active Directory.

Select Properties.

> L N

Under the “Access management for Azure resources” section, click Manage
Security defaults.

5. Enable security defaults.
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Ly Enable Security defaults x
1|1 Default Directory | Properties

Azure fctive Directory
Security defsults is & set of basic identity security mechanisms

iszard recommanded by Micrascft. When enabled, these recommendations
will be automatically enforced in your organization. Administrators

0 Overvew
and users will be better protected from common identity related
' Getting stanted Tenant properties attacks.
Leam mare
X Diagnose and solve problems Hame *
Default Dirwctory Enable Security defaults

Manage - o

Country of region S
& users United States
2 Groups freiy
b External Identities United States datscenters
&, Roles and agminisirators Natification language :

English ~

B Admenistrative units (Preview)

Ti t 1D
B Enterprise applications e

o

“ Devices 1
3 Technical contact
HL App registrations
A1 Identity Governance

Global privacy contact
B Application proxy
% Licenses

Privacy statement URL
B Azure AD Connect
% Custom domain names
B Mobility (MOM and MAM) Access management for Azure resources

can manage access to all Azure subscriptions and management
2 oo reset
rord st groups in this tenant. Learn more

M company branding & v
@ User settings Manage Security defaults
U Properties
® Sy ==

For organizations that subscribe to an Azure Active Directory Premium P1 license or Azure
Active Directory Premium P2 license, we can provide more flexibility to our end users by
allowing several different options to be used for our MFA method. The most common option is
to enable a push notification using Microsoft’s Authenticator app; however, you may also want
to enable phone calls or text messages to facilitate users that may not have smart phones or
simply don’t want to put an application on their personal phone.

SETTING UP MULTI-FACTOR OPTIONS FOR YOUR TENANT

1. Using an account that has global administrative privileges, log in to your Azure
Tenant.

2. Open Azure Active Directory.
3. Select Users.

4. Select Multi-factor Authentication.
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5. Select service settings.

6. Under verification options, select the different options you would like to make
available:

a. Call to phone
b. Text message to phone
¢. Notification through mobile app

d. Verification code from mobile app or hardware token

multi-factor authentication
users  service settings

app pas

tification options e me

Configure any other settings needed and click Save.

Self-Service Password Reset

Self-Service Password Reset (SSPR) is also available with an Azure Active Directory
Premium P1 license and above. SSPR allows your organization to offload the most
common tier 1 helpdesk responses by enabling a 24/7 location for users to reset and
unlock their accounts. By enabling SSPR, it takes the security burden away from your
internal helpdesk and cuts down on workloads to drive efficiency by reducing time and
effort needed for end users. As an added benefit, it helps to combat social engineering
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attacks. A social engineering attack is when an attacker will use industry terms,
coupled with persuasion, to bypass the human element of security. Enabling MFA is a
requirement to setting up the Self-Service Password Reset (SSPR) option within your

tenant.

CONFIGURING SELF-SERVICE PASSWORD RESET

1. Using an account with global administrative privileges, log in to your
Azure Tenant.

2. Select Azure Active Directory.

3. On the left-hand side, select Password Reset.

4. Select Properties.
a. You can enable SSPR for selected users or all users.
b. Click Save.

5. Select Authentication Methods.

a. Select the authentication methods to match your selections for your
MFA authentication methods.

6. Select On-Premises Integration.

a. Make sure the option to write back to on-premises Active Directory
is enabled (if you are using Azure AD Sync).

b. If you do not enable this, even if you have password writeback enabled,
the password will not be replicated.

Configure any other settings as needed such as notifications, customization, or registration.

Conditional Access Policies

When subscribing to an Azure P1 license or above, Conditional Access Policies behave
similarly to Access Control Lists (ACLs). These policies give us more granular control to
manage our tenant than a simple on or off unlike security defaults. Conditional Access
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Policies can be scoped to apply to different areas such as the whole tenant, a specific
application, or how a user accesses an application. Policies can also be applied based on
users, groups, tenant roles, and geolocations.

Using Conditional Access Policies also takes advantage of some of the inherent
security features that Azure monitors. With an Azure P2 license, we can enable a
Conditional Access Policy that will review the IP address, typical behavior, or impossible
travel conditions before allowing a user to log in. Conceptually, this adds a third level of
authentication to ensure the security of our user’s accounts and data.

For example, we have enabled a Conditional Access Policy that enforces MFA and
looks for risky activities. Elizabeth, our VP of Information Technology, typically signs in
within the United States. Azure has a historical knowledge of her sign-ins and creates
an associated pattern. If someone attempts to log in using her credentials outside of
the United States, Azure will block the sign-in because this is considered an atypical
behavior for this account.

In this exercise, we will enable a Conditional Access Policy for our helpdesk group,
which we created in our dynamic group exercise, to enforce MFA for access to the tenant.

CONFIGURING CONDITIONAL ACCESS POLICIES

1. Using an account with global administrative privileges, log in to your Azure
Tenant.

In the search bar, type “Azure AD Conditional Access” and open the module.
Click New Policy.

Enter a descriptive name.

@ & w N

Under Assignments, click Users and groups.
a. Under the Include section, check “Users and groups.”
b. Select your user groups or individual users.

c. Click Select.
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8. Click Conditions.
9. Select Client apps.
a. Select Yes under Configure.
b. Check Browser.
¢. Check Mobile apps and desktop clients.
d. Click Done.

Home > Conditional Access | Policies >

New

Conditional access policy

Control user access based on conditional Control user access based on signals from
access policy 1o bring signals together, to conditions like risk, device platform, location,
make decisions, and enforce organizational client apps, or device state. Learn maore

policies. Learn more

User risk (Preview) ()

Name = >
Policy: Helpdesk Require MFA pl | Not configured
Signin risk (0
Assignments o ’
Not configured
Users and groups (0 > -
Specific users included Device pletforms (& >
Mot configured
Cloud apps or actions (1)
> Locations (0
All cloud apps - >
Mot c g
Conditions () >
1 condition selected LTS ©) >
2 included
Access controls Device state (Preview) (1) 3
Grant N Not configured
1 control selected
Session (D)
>

0 controls selected

Enable policy
((Report-only ot )

10. Under Access controls, select Grant.

11. Check the box for Require multi-factor authentication.

a. Click Select.

Client apps b

Control user access to target specific client
applications not using modern authentication.
Learn more

Configure (O

- )

Select the client apps this policy will apply to
Maodern authentication clients

M Browser

[7| Maobile apps and desktop clients

Legacy authentication clients

[ ] Exchange ActiveSync clients

[] Other clients )
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Home > Conditional Access | Policies > Gra nt X
New

ional a lic
Conditicnal access palicy Control user access enforcement to block or

grant access. Learn mare
Controd user access based on conditional
access policy to bring signals tagether, to O Block access
make decisions, and enforce organizational

' (®) Grant access
palicies. Learn mare =~

Name * u Require multi-factor authentication (&
Polioy: Hetpdesk Reuaire: MFA -] [ Require device to be marked as
compliant ©
Assignments

[ Require Hybrid Azure AD joined
Users and groups (D) 5 device (@D

Specific users included . . .
[ require approved client app ©

Cloud apps or actiens (1) 5 See list of approved client apps
All cloud apps [ require app protection policy
— (Preview) @
Conditions () b See list of policy protected client apps

1 condition selected
D Require password change (Preview) O

Access controls

For multiple controls
Grant (@

1 control selected v @ Require all the selected controls
() mequire one of the selected controls
Session () 5
0 controls selected
Enable palicy
(Report-onty o )
—

12. Click “On” under Enable policy.

a. Click Create.

Azure AD Privileged Identity Management

Privileged accounts are still the most sought-after resource when hackers plan for
an attack. They typically provide access to crucial behind-the-scenes data and can
span across multiple servers and platforms. They are the definition of “keys to the
castle” As organizations evolve and make their transition into the cloud and hybrid
environments, they are accustomed to implementing a separation of power by using
a privileged account and a nonprivileged account for their administrators. Your
administrative account would be tied to the “domain admins” group or equivalent
access in Active Directory, and your other account would be used for daily functions
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such as logging in to your computer or checking email. The attack vector of our
privileged accounts greatly increases when we start adopting cloud resources due

to the always-on and highly available nature of cloud technologies. While keeping a
separation of power via administrative accounts is still an effective security strategy,
we have the option to configure Azure Privileged Identity Management (PIM) to
enhance the security of our critical tenant roles. In order to use PIM, you must
maintain an adequate number of Azure Active Directory Premium P2 licenses for your
administrative accounts. When setting up PIM, there are two different scenarios that
can be used. We can retain the same concept of using an administrative account, or we
can transition to elevating our daily nonadministrative accounts when administrative
privileges are needed. The direction you take in applying your PIM policies will greatly
depend upon your organization’s security policies and industry standards and the size
of your organization.

The power of Azure PIM can leverage some cost reduction by allowing us to remove
the need of licensing extra accounts for administration. By changing your security
posture and allowing Just-in-Time provisioning with PIM, it will reduce the amount of
accounts needed to secure, monitor, and terminate for your administrators. Also, using
the same account for administration creates more efficiencies in your daily operations
by negating the need to switch back and forth between accounts. This also drives more
focus and awareness of when administration is happening.

In either scenario, the best practice is to reduce the amount of privileged
accounts that are active at any given time. To accomplish this with Azure, we can set
timeouts on the built-in and any custom roles created in the tenant, require MFA for
administrative roles to be activated, require approvals before roles can be activated,
and enforce a justification for why a role is needed. Even in the organizations that
still prefer the use of separate accounts for administration, by enabling PIM, we
safeguard ourselves by forcing elevated roles to expire after a certain amount of time,
thereby not leaving multiple accounts with global administrative privileges active.
This allows for organizations to automatically clean up privileges on a daily or hourly
basis.
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SETTING PIM ON THE GLOBAL ADMINISTRATOR ROLE

1. Using an account with global administrative privileges, log in to

your Azure Tenant.

2. Inthe search bar, type Azure AD Privileged Identity Management and select it.

3. Select Manage under the “Manage access” column.

Home

yed Privileged Identity Management | Quick start =

Privieged idemtity Management

$ Quick stant 9 ooty teren - N

Sasks What's new  Get started

& My roles

0 My ot Manage your privileged access

[ Appeove requests
& Review sctess

Manage

B Azure AD roles

& Privieged scoess Groups [Preview)
Ao Agure resources

Activity

B Mty audit history
Troubleshooting + Support

X Troubleshoot

B Newsuppon request

Use Privileged Identity Management to manage the Becycle of role assignments. enforce just-in
time access policy. and discover who has what roles. Leam more ©f

3 ?&Q

Manage access Activate just in time Discover and monitor

Users mith excesiont scceds ie vulnerable i the Reduce the patertial for teral movement = the 1 5 common for sCess 10 ERlical resources 1o
event of account compromise. Enmure your wvent of accourt compromnise by ehmnating g undetected Eraure you now who has scceis
ORGAnIZAton Manages 1o least peivilege by PErustent BCCess 10 praaleged roles and 10 what 3nd recenve AOUICALONS wWhen New
perodcally reviewng. renewing. of extending resources. Enforce just in time acceis 1o ortcal HEgnments are Granted 10 Aot in your
BCEREE 10 TEROUTCRS. resters with P organization

4. Select the Global Administrator role.

5. Click Settings.

Home * Privileged identity Management | Quick start > Default Darectory | Roles

jol Global Administrator | Assignments

Proleged identity Management | Azure AD rofes

+ Acd assgnments & semings () Refresh & Export

Manage
R Assignments Eligitle Active assigH Expired assig!
Description | Search by member name or principal name
& Rote settings Hame Pringipal name Type Seope Membership St time End time Action
Na results
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Home > Privileged Identity Management | Quick start > Default Directory | Roles > Global Administrator | Assignments >

Role setting details - Global Administrator

Privileged Identity Management | Azure AD roles

& Edit
Activation
Setting State
Activation maximum duration (hours) 8 hour(s)
Require justification on activation Yo
Require ticket information en activation No
On activation, require Azure MFA Yes
Require approval 1o activate No
Approvers None
Assignment
Setting State
Allow permanent eligible assignment Yes
Expire eligible assignments after
Allow permanent active assignment Yes
Expire active assignments after
Require Azure Multi-Factor Authentication on active assignment No
Require justification on active assignment Yes

7. Adjust the maximum duration of the role.

8. Enable or disable requiring MFA when the role is activated.

9. Configure the options for requiring justification, ticket information, and approval.

Heme o Privileged Identity Management | Quack start > Default Dwectory | Roles  Global Administrator | Assignments » Role setting details - Global Administrator

Edit role setting - Global Administrator

Privileged identity Management | Azure AD roles

Activation  Assignment  Motification

Activation maximum duration (hours)
m———()

(®) Azure MFA
O activation, require
) Nore
B Require justification on activation
B Require tickat information on activation

B Require aparoval 1o activate

£, Select approvenish
1 Memberis), 0 Group(s) selected

<]

if o specific approvers are selected, priviloged role

administrators/global administrators will become the default

approvers.

Selected approvers:

Cheis Green
cgreen Bjacobilabs com

Remove
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10. At the bottom of the page, click “Next: Assignment”.
11. Select how long an account can be eligible for the role.

a. You can allow accounts to be permanently eligible or for a certain
amount of time.

b. You can enable accounts to be permanently active.
c. You can enable active assignments to expire after a certain amount of time.
12. Configure other settings as needed.

a. Allowing permanent eligibility will enable the roles to always be
assigned for elevation until manually removed.

b. By unchecking Allow permanent eligibility, we can remove an
account from being eligible after a certain period of time.

c. Allowing permanent active assignment will enable accounts to
be always assigned for this role.

d. By unchecking Allow permanent active assignment, we can remove an account from
being actively assigned after a certain period of time.

Home > Privileged Identity Management | Quick start > Default Directory | Roles > Global Administrator | Assignments > Role setting details - Global Administrator >

Edit role setting - Global Administrator

Privileged Identity Management | Azure A roles

Activation  Assignment  Notification

B Allow permanent eligible assignment
Expire eligible assignments after

1Year
B Alow permanent active assignment

Expire active assignments after

6 Months
[] Require Azure Multi-Factor Authentication on active assignment

B Require justification on active assignment
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13. At the bottom of the page, click “Next: Notification”.
14. Change any notifications needed.

a. You have multiple options of who gets notified based on which event.

Home > Privileged ldentity Management | Quick start > Default Directory | Roles > Glebal Administrater | Assignments » Role setting details - Global Administrator >

Edit role setting - Global Administrator

Privileged Identity Management | Azure AD roles

Activation  Assignment  Notification
Send notifications when bers are assigned as eligible to this role:
Type Default recipients Additional recipients Critical emails only
Role assignment alert n Admin Email IDs separated by semicalon() ] D
Notification to the assigned user (assignee) B Assignee Ermail IDs separated by semicolon() | O
Request to approve a role assignment renewal/exten... ’ Apprever [ Email 1Ds separated by semicolon() ] D

Send ions when bers are assigned as active to this role:
Type Default recipients
Role assignment alert B Admin
Motification to the assigned user (assignee) B Assignee
Request to approve a role assignment renewal/exten... n Approver

Send notifications when eligible members activate this role:

Additional recipients

Critical emails only

Email IDs separated by semicolon()

Email IDs separated by semicelon()

Ernail 1D separated by semicolon()

l
I
J

ooo

Type Default recipients Additional recipients Critical emails only &
Role activation alert B Admin Email IDs separated by semicolon() ] D
Motification to activated user (requestor) B requestor Email IDs separated by semicalon() | O
Request to approve an activation B Approver Only designated approvers can receive this email D

15. At the bottom of the page, click Update.

16. When you return to the Global Administrator Assignments page, select Add
assignments.

Home > Privileged Identity Management | Cuick start > Default Directory | Roles

Q Global Administrator | Assignments *

Privileged idertity Management | Azune AD roles

+ Add assgrments 5 Sewings () Refresh L Expont

Manage
A A - Eligible assi Active sssi Expired assi
Description [ Search by member name o grncipsl name
@ Role settings Name Principal name. Type Seope Membership  Start time End time Action

No results
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17. Select the members that need to be assigned to the role.

Home > Privileged identity Management | Quick start > Default Directory | Aoles > Global Administrator | Assignenents
9

Add assignments
Proh A

Seged identity Mansgement | Azare AD roies

Membership  Setting

Resource
Default Directory

Fesource type
Directory

Select memberis) * O
2 Memberis) selected

Selected member(s) ()

Dinid Brown g
dbeowr@jstcbiabs.com
Judy Flowers Remave
owers@jacobalabs com

18. At the bottom of the page, click Next.
19. Select their assignment type.

a. Eligible enables Just-in-Time provisioning that will expire based on
the time we set in step 7.

b. Active will enable them to be permanently active. This will abide by
the rules set in step 12.

20. Select if they are permanently eligible or if the eligibility expires.

Home > Privileged Identity Mansgement | Quick stant > Defau't Directory | Roles > Global Administrater | Assignments
Add assignments

Privileged ientty Managerment | Azure AD roes

Membership  Setting

Assigrment type
(®) Dgible

) Active

[‘oaraasz0z0 || 22z20mm |
Assignment ends *
[ oavosra020 o[ 1zzzoem ]
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21. Atthe bottom of the page, select Assign.

Hame  Pravileged Identity Management | Quick start » Default Directory | Roles

Q Global Administrator | Assignments

- Add sssignments 5 Settings () Refresh & Expont
Manage
R Masigrments Eligible assignments  Active assignments  Expired assignments
Descriptian L Search by member name or principal name
i Aole settings Mame Principal name Type Scope

Global Administrator

David Brown Ao

belabs.cor User Directory

Judy Flowers [owers@jacobulabi cor User Darectary

REDUCE CYBER SECURITY VULNERABILITIES: IDENTITY LAYER

Memberhip  Stan time End time Action
Direct B24/2020. 93TOVPM /52020, 11:2220PM  Remave | Update | Extend
Direct. 824/2020, 93703PM  WS/2020 112220PM  Remove | Update | Extend

Once the roles have been assigned, you will be able to see who is eligible and until what time.
You can also select Active assignments to see who is actively using the role.

Summary

Throughout this chapter, we have touched on some of the principles by which we can

manage and secure our Azure tenant subscriptions, resources, and users. We furthered

our understanding of SSO technologies using SAML, OAuth, and the built-in power of

Azure AD Connect. Finally, we went over some of the baseline security measures by

understanding application scopes, MFA, Self-Service Password Reset, and Conditional

Access Policies. We also enabled a basic Privileged Identity Management policy on our

global administrator role.
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CHAPTER 2

Azure Network Security
Configuration

Azure Virtual Network (VNet) is the software-defined network inside the Microsoft
Azure. Azure continues to add many new features which turn into benefits for customers
that rely on built-in security and automation features, like artificial intelligence (AI) with
Azure Sentinel and machine learning (ML). These investments and improving over 200
services promote Microsoft Azure as the “intelligent cloud.” There are many networking
security-related Azure services in cloud native and available through third-party
providers.

The services for networking support both Infrastructure as a Service (IaaS) and
Platform as a Service (PaaS). The software-defined network is a foundational service,
so in this chapter, we present information from an intermediate to advanced level.
You learn what the network features are and how they support your infrastructure and
hybrid deployment. You learn how VNets and their configuration could be vulnerable to
external and internal attacks and how best to secure the VNet services.

In this chapter, you will learn about additional Azure network services including

¢ Virtual network overview
e Use of VNets

e Network Security Groups
e Azure Virtual Hub

o Network peering

e Azure Front Door services
e Remote access security

e Bastion hosts
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CHAPTER 2  AZURE NETWORK SECURITY CONFIGURATION

This chapter is foundational to improve your Azure security posture with a deeper
insight into automation and deployment of Azure VNets. First, you gain an overview of
the software-defined network and how to best use the network security that is built-in
to allow or deny IP traffic. Next, you are introduced to new networking features like the
Azure Virtual Hub and how to leverage virtual network peering across Azure regions and
other public clouds. You learn about the benefits of Azure Front Door services and how
to configure a global website.

You quickly learn how a software-defined network complexity can create security
vulnerabilities and how to mitigate risks with the use of remote access security features.
Finally, as you read through the chapter and use the examples, you'll learn how to
proactively identify security risks and the best methods to reduce risk exposure and
create a better security posture.

Note Frictionless Security in Azure | like the phrase and want to use it.

Virtual Network Overview

Cyber security professionals should enable security controls after they understand
how Microsoft Azure supports network services. The Microsoft Azure Virtual
Network is specifically labeled Azure VNet, and this section expects you to know how
to use and configure it in Azure through the Azure portal or command-line tools
like PowerShell or CLI. VNet is an abbreviation used for virtual network throughout
this book and the Azure documentation. The challenge for security teams is to know
when IP traffic flows on the Azure network backbone and when it relies on Internet
connectivity. The VNet security design focuses on TCP/IP packet management and
data flow through virtual machines (VMs) or through Azure Endpoint services.
Azure Virtual Network is a foundational software component, and the Microsoft
documentation may reference VNet as a key part of the Microsoft Cloud Adoption
Framework, previously the Azure enterprise scaffold. A VNet is a programmatically
defined network, also known as software-defined network. The VNet enables the
communication between virtual systems in Azure and VMs or physical systems outside
of Azure across the Internet and in a hybrid design that includes on-premises. The
IP traffic flow is enabled between IP subnets in the same VNet by default and denied
between another IP subnet in a different VNet.
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Virtual networks are how virtual machines (VMs) communicate using IP traffic
flow, and the security challenge is how to allow or deny the IP traffic flow based on the
business requirements. To address the challenge, one method is to use cloud-native
security services, like Network Security Groups and Azure Firewalls. Another method
is to use third-party virtual security appliances to control the IP traffic. In many VNet
deployments, both cloud-native and virtual appliances are used to provide layers of
security. VNets are considered a trust model and isolated from each other by default;
as stated earlier, the IP subnets inside the VNet are not isolated from each other, and
Azure automatically configures IP routing using Azure DNS and internal private IP
address routing.

The early planning considerations for software-defined network architecture include
the need for TCP/IP address subnets to support the business services in Azure. You need
to plan for a sufficient address space to support the virtual networks and division into
smaller IP subnets for applications, devices, and machine management. The security
management services should allow maintenance access and still support continued
isolation. The overall goal is to securely allow the necessary communication between
authorized systems.

Please refer to Figure 2-1 to gain a visual understanding of some of the many Azure
networking components and how they are currently designed to create an end-to-end
solution as the services work together. Review the Azure virtual services in the figure
from left to right starting with the public IP address for Internet access to the business
applications. The Application Gateway supports the deployment for the traffic load
balance with a Web Application Firewall (WAF) to support application layer routing.

Note Azure Application Gateway supports OSI layer 7 with URL routing, while
traditional local balancers function at the OSI layer 4 for UDP and TCP.

Azure IP subnetting is supported with different VNet address ranges and Azure
tagging for better business identification. VNets have added to the layers of security
with Network Security Groups (NSG) to allow or deny traffic flow for the VNets. Virtual
machines can be deployed to support running applications. Internal load balancers
can be deployed to provide traffic loads to provide a responsive solution for an end user
request.
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On-premises network —

Management network
Jacobslab.com A
fg—@
Jumpbox Gateway

Public IP —>®.<:E _’®< ii

Web Tier Mid Tier Data Tier

e sl

Figure 2-1. Azure Virtual Network services architected for a complete solution

The VNet space helps to define the separation of VMs or applications and the
deployment across Azure Availability Zones that are needed to support high availability (HA)
as shown in Figure 2-2.

Azure VNets operate at OSI layer 3 and simulate OSI layer 2 functionality from
layer 3 limitations, and that is why traditional layer 2 protocols are not supported. The
question you may have is why aren’t VLANSs (virtual LANs) supported in Azure since they
are layer 3? On-premises VLANs operate at the OSI model data link layer, layer 2. The
misperception is that VLANs are mapped to the IP subnet which gives the appearance of
operating at OSI layer 3, the network layer.

In Chapter 1, you learned about the cloud service, organization starting with the
Microsoft Azure Tenant, the highest level of ownership and configuration. You now know
that a single Azure Tenant can include at least one and often many Azure subscriptions.
Azure Virtual Networks are deployed at the subscription level, so naturally a VNet can only
exist in one specific subscription. In addition, a VNet is deployed in a single Azure region
(a geographic location), and so the same VNet cannot be created in two different regions.
However, different virtual networks can be connected using a process called Azure Virtual
Network peering. Additionally, IP subnets in Azure can span Azure Availability Zones that
are part of your subscription. The connectivity of VNets in a single subscription or multiple
subscriptions requires cyber security controls to reduce the security risks at the TCP/IP layer.
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Figure 2-2. Subnets, VNet, Availability Zones, regions, subscriptions

Security considerations for the IP traffic properties supported in a VNet are similar
to TCP/IP network designs that are enabled in your on-premises data center networks.
The key difference being services preconfigured: defined, created, and managed service
created from software. One or more virtual network interface cards (NICs) supported
through the software can be bound to an Azure VM. The TCP/IP communication from
the NIC flows through the Azure VNet that allows communication to other virtual NICs.
If we continue this thought process and dig a little deeper, the TCP or UDP ports are also
supported with Azure VNet attributes to allow or deny systems to communicate with
each other. The rules from traditional IP subnets in a physical data center to manage,
deploy, update, and protect against unauthorized access apply to Microsoft Azure Virtual
Networks.

Azure VNets support features that enable benefits for cloud operations and the
business. Communication from one Azure VNet to another VNet is not allowed by
default; each individual VNet created is isolated. This default design is so you can control
the routed IP traffic. All virtual machines (VMs) created in Azure are assigned a private
IP address using the standard RFC 1918 IP address that is nonroutable on the Internet.
Azure allows connectivity to the Internet from virtual networks and virtual machines
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only if they are assigned an external IP address. Azure network architects choose
to leverage the correct VNet design to support the need for a dynamic scale of services,
based on the demand and plan for high availability (HA).

Azure regions would be a top priority when you begin the design of an Azure architect.
The requirement is to scope the overall size of the virtual network to include the number
of subnets to support the business services. Subnets could include many “tiers” such
as frontend tier, business tier, and data tier VNets. The production business should be
architected for high availability so the use of Azure network regions close to the business
services should be included. A single Azure region generally includes several Azure data
centers, which means there are several physical buildings. These data centers are physically
designed and connected to reduce network latency using a dedicated Azure network. This
dedicated Azure network is referred to as the Azure backbone network. The overall Azure
global network is connected by this private network backbone.

The connection to your Azure VNets supports connection in the same Azure region
using a virtual network peering software configuration. And virtual networks can be
created across different Azure regions using a global virtual network peering software
configuration. You see the term software configuration to remind you that all of these
options can be configured programmatically, using PowerShell, Azure CLI, ARM
templates, or HashiCorp Terraform.

If a VM has a public IP, then Source Network Address Translation (SNAT) is used to
provide external Internet access. If a VM is behind a public load balancer, then SNAT and
Port Address Translation (PAT) are used to hide the private IP address and reduce security
risks during Internet access. The Network Virtual Appliance (NVA) uses a public IP address
to route IP traffic in and out of the NVA attached to the virtual NIC that has Internet access.
The best practice is to limit the type of traffic such as HTTP/HTTPS to pass through the NVA.

Another option to consider using might be an Internet load balancer, Azure Application
Gateway with a built-in Web Application Firewall (WAF). The Application Gateway and
WAF are a managed service with security features based on the Open Web Application
Security Project (OWASP) core rule set. The combination of Application Gateway and WAF is
designed to prevent attacks from SQL injection, cross-site scripting, and more.

If you have multiple virtual networks, you can create the site-to-site (S2S) VPN to
connect each VNet. Scale sets, managed SQL DB instances, and containers are just a
few Azure services that can be shared across the Azure VNets. If you choose Azure VNet
peering, the Microsoft network backbone is used. There is a cost for egress and ingress
changes for peering, but VNets can be in different Azure subscriptions and even in
different Azure Tenants.
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If you have a hub and spoke deployment, then you need to set up the user-defined
routing (UDR) with a next hop from the Hub to each of the two spokes, shown in
Figure 2-3. UDR can also force IP traffic through the Azure Firewall for greater security.

g Jacobslab Hub virtual network Orlando Spoke 1 VNet (from Hub)
On-premises network T Erh R e = 4 e L A e S R
UDR Next Hop

o

Gateway Management o 3
/ [ ) i

e e
s : :
i " Jumpbax VM or Virtual network H i
D VPN Device Gateway Badticn FiodE / Gasiing @ EI
/ M ) 1

0@ N =

Tampa Spoke 2 VNet (from Hub)

Azure Firewall
1P Subnet

Azure Firewall ) <
f— ———

—

Virtual retwork"
" peeting ] -
o o

......................................................... . ras b - Loy i

Figure 2-3. Hub and spoke design supporting Azure network peering

VNets

Azure VNets are used as an isolation boundary to limit the TCP/IP communication of
other VNets or other Azure resources to the same VNet. VMs in one VNet cannot connect
and pass data to VMs in another VNet without specifically allowing access and name
resolution. Azure supports automatic IP routing and user-defined routing (UDR). A user-
defined route would be used to purposely alter some of the default Azure routing. With
the use of other networking services like Azure Gateway from a VNet, you can enable
Azure forced tunneling. Forced tunneling is a software method used to alter, or force, IP
traffic to an on-premises network.

You need to prevent cyber security exploitable misconfigurations in the Azure network.
The first thing needed is to understand how Azure routes IP traffic automatically and how
users with proper identity permissions can change the default routes.

The deployment of Azure networks starts by selecting an Azure region that supports
the compliance features and resiliency features the business requires. From the selected
region, the Azure address space is created. The address space (IP address scope) is a
virtual network that is composed of one or more IP address spaces with a large address
range (a large number used to leverage potential subnet isolation), to support all the IP
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addresses needed by the business. There is also the ability to create additional address

spaces, as shown in Figure 2-4. The address space or address range can be increased to

support additional networks for Azure VNets the network expansion may require.

_ Microsoft Azure R Search resources, services, and docs (G-

Home

¢..> vwan-network | Address space

Virtual network

pe

lSes.r:E‘ (Ctrl+)) | «

LoD

v ¢ X IO

Figure 2-4.

Overview

Activity log 192.168.0.0/16

AC C I1AM)
Access control (IAM) 172.16.0.0/12

Tags

Add additional address range

Diagnose and solve problems

Multiple Azure VNet spaces added for IP subnet segmentation

You can learn how IP address supports the use of IP subnets and routing of the

subnets in the Azure cloud network by having a greater understanding of routing
with Classless Internet Domain Routing (CIDR). The defined Azure network space

can include multiple network ranges. As an example, shown in Figure 2-4, many
CIDR addresses identify the individual network IP addresses. This example used

in Figure 2-4 is the address space 192.168.0.0/16 (the /16 provides the 65565 IP
address). The IP subnets are calculated using binary math and the AND function as

shown in Figure 2-5.
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QD

192.168.100.1/24  a;yre VNet CIDR IP Subnet

/24 = 255.255.255.0 mask
Unusable in Azure
192.168.100.1 subnet ID
192.168.100.255 subnet broadcast

=
> 255.255.255.0=11111111.11111111.11111111.00000000
=

o

qu — 192.168.100.1 = 11000000.10101000.01100100.01100100
QO

<

3 Router 11000000.10101000.01100100.xxxxXXXX
L Logical AND

-

CIDR network 192.169.100.XYZ

Figure 2-5. CIDR subnet notation with router binary AND math example

The Azure address space has a few additional requirements that need to be
followed to successfully use the VNet services. If you are a cloud-only business, or have
an on-premises data center using a VPN Gateway, then the IP address range should
be managed so that each Azure region used is unique. The address space should not
overlap the IP address range in other Azure regions. Also, the Azure Virtual Network
space or individual subnet IP addresses used in a hybrid network deployment cannot
overlap with the IP address from your on-premises data center. Azure network services
support any IP range with a few exceptions; you cannot use the following IP ranges:

e Loop back: 127.0.0.0/8

e Broadcast: 255.255.255.255/32

e Multicast: 244.0.0.0/4

e Azure-provided DNS: 168.63.129.16/32

Azure routing (automated routing for the entire network) automatically provides
IP traffic routes for each different subnet created; this is called a system default route.

Default routes allow Azure to manage any outbound traffic from a subnet, based on the
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default route tables and UDR updates to route tables. As a Microsoft Azure customer,
you cannot create or remove system routes. The Azure default routes can be overridden
when a user-defined route is enabled for a specific route. A UDR is manually created
from the Azure portal or code.

Azure system routing also provides automatic Internet access from the VM even when
a public IP address is not selected as an option. You can create a Windows OS Azure VM
without a public IP address and connected by a Remote Desktop Protocol (RDP)
to the VM using the Azure bastion host. From that RDP session, you can open a browser
and surf the Internet.

Azure networking allows site-to-site network peering between different Azure
regions, subscriptions, and tenants. Azure routing supports the creation of a Virtual
Private Network (VPN) from Azure to on-premises through the use of a gateway using
Virtual Private Networking called an Azure VPN Gateway. When Azure VNets are
connected to an on-premises data center, using site-to-site or ExpressRoute, the term
hybrid network is used.

Azure provides support for user-defined routes (UDR) by defining the route tables
and rules of the desired route. First, you create an Azure route table as a container to
list or manage each UDR as they are defined in your Azure address space. Once the
route table is created, you simply select the option to add a new route (new UDR). The
parameters needed to add a UDR, refer to Figure 2-6, are shown in the image from the
Azure portal. These parameters are needed to allow defined routes to be created and
used rather than use the internal Azure routes. The properties supported include the
name, address CIDR prefix, and next hop type. Options for the hop type are virtual
network, virtual network gateway, Internet, virtual appliance, and none. If you select
the Azure Network Virtual Appliance (NVA), the additional option required is to add
the IP address of the NVA. There may be a future business requirement to use an option
to route traffic to the NONE destination. This route option allows the IP traffic to be
“dropped,” again for specific traffic security reasons.
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_ Microsoft Azure P Search resources, services, and docs (G+/)

Home > Route tables > sat-aus-udr | Routes

Add route

sat-aus-udr

Route name *

| south-north-route

Address prefix * (@)
| 10.0.100.0/24

Next hop type ©

| Virtual appliance

Virtual network gateway
Virtual network

Internet

Virtual appliance

None

Figure 2-6. View of the Azure portal to add a user-defined route (UDR)

IP subnets are created out of the total Azure Virtual Network address space (or
address range). An IP subnet is also identified as a VNet and is used to organize and
manage similar resources like VMs. You can secure traffic to a subnet using Network
Security Groups (NSGs). Each NSG is a cloud-native service (software-defined security
object) used to control IP packets flowing in and out of the subnet.

Azure network teams need to understand the individual IP address available for
subnets in the Azure network space. The total usable IP address size of the subnet is
decreased by five IP addresses because the networking services allow the first usable IP
address is the fourth (4th) on each network.

An example to help you understand the available IP subnets would be helpful for this
topic. In this example, the IP subnet addresses used are

e 10.0.1.0/24 (256 IP addresses)

e 10.0.1.4 (first IP address available)
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However, using the Azure network limitations, the subnet rules do not allow the
use of the address network 10.0.1.0, and you cannot use the broadcast network address
10.0.1.255. TCP/IP networking on-premises identifies both the network and the
broadcast address. With Microsoft Azure, you can resize a subnet only if there are no
VMs in that subnet.

Please refer to Figure 2-7 to gain a visual representation of subnet sizes and available
IP for VMs with this Azure VNet subnet example image.

-+ Subnet -+ Gatewaysubnet () Refresh

O Search subnets

Name Ty  IPv4

Sub-Examplel 10.0.0.0/23 (507 available)
Sub-Example2 10.0.2.0/24 (251 available)
Sub-Example3 10.0.3.0/25 (123 available)
Sub-Exampled 10.0.4.0/26 (59 available)
Sub-Examples 10.0.5.0/27 (27 available)
Sub-Example6 10.0.6.0/28 (11 available)
Sub-Example7 10.0.7.0/29 (3 available)

Figure 2-7. Azure VNet range for IPv4

Your first VNet creation may have been enabled through the virtual network
journey using the Azure portal. As your skills mature and multiple VNets are used, you
can leverage Infrastructure as Code (IaC). IaC is a deployment framework like Azure
Resource Manager (ARM) templates or HashiCorp Terraform Azure cloud providers.
Infrastructure as Code at the foundation can be defined, for our Azure discussion
purposes, as a software method to deploy the Azure infrastructure design.

Note If you would like to learn more about using Infrastructure as Code (l1aC),
please review Microsoft Azure: Planning, Deploying, and Managing the Cloud,
ISBN 978-1-4842-5958-0, which can be found at www.apress.com/us/
book/9781484259573.
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Cyber security teams need to understand Azure Domain Name Service (DNS).

This is another service for name to IP resolution that is included (i.e., cloud native) to
support Azure networking. DNS supports routing IP traffic by names, and that is why it is
included in this section.

As more subnets are added, the DNS updates the naming service by default and does
not require configuration; it just works. From a cyber security perspective, the built-in
DNS resolution across Azure VNets is more secure but can be augmented. As an example
of DNS additions, let us consider the problem of VNets used in multiple Azure regions.
IP traffic to name resolution creates at least two network engineering issues:

¢ Cross-VNet name resolution.
e DNS suffix cannot be customized (for a domain).

One way to solve the DNS cross-VNet name resolution is with the configuration of
a site-to-site VPN connection from Azure to your on-premises data center. Once the
VPN is created, you can add a custom DNS server IP address into each VM in the VNet.
Each VM will register with your customized DNS server and support name to IP address
resolution. If you do not have a VPN connection from Azure to on-premises, you can
create a VM and install DNS from inside an Azure VNet. This works well for cloud-only
businesses or projects, and you can enable DNS forwarding to other DNS servers with
the correct ports open in the Azure Network Security Group (NSG).

Another way to solve name resolution across VNet isolation is to use Azure
DNS. With Azure, you can host public DNS domains as a service instead of the DNS
management of creating your own DNS servers in a VNet. The Azure DNS service is a
geo-distributed name service fabric. You can create a VM and enable a custom DNS
server to support multiple VNet name resolution.

Azure DNS has both private DNS and Azure Fabric DNS that support public geo-
distributed name resolution. You can also use private DNS zones that do not route the
names publicly. Create a private DNS zone and create a registration VNet and allow the
VMs to register as each server is created. You are also able to configure a resolution VNet
that would support cross registrations. Azure supports the VNet to directly route the
individual subnet to an Azure platform service.

The last topic for cyber security teams to be aware of is the use of service endpoints
and subnet delegation as they can be used to support IP traffic in an Azure VNet. When
you create a virtual network, from code or the portal, please refer to Figure 2-8, both
service endpoints and subnet delegation can be selected.
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Service endpoints

Services (O

0 selected Y4

Subnet delegation

Delegate subnet to a service @

None v

Figure 2-8. Azure portal view of subnet service endpoints and subnet delegation

Let’s focus on the first of the two final VNet configuration options with Azure service
endpoints. You can select endpoints to allow specific Azure services to directly connect
over the Azure backbone network. Service endpoints enable the private IP addresses from
the VNets you created to reach the Azure service without a public IP address. This process
provides a private secure connection by extending the VNet identity. The list of supported
services continues to expand, so listed here are some examples of Azure services:

e Azure Storage

¢ SQL database

o Database for MySQL

e Database for MariaDB
e Azure Key Vault

When service endpoints are used with VNets, they allow Azure to automatically
optimize IP traffic from your VNet to the Azure service over the fast and secure Azure
backbone network. This change in routing reduces the need for another public IP
address since only private IP addresses are used which reduce the outbound Internet
IP traffic that is currently monitored and audited by the security team. The VNet
service endpoint connection that connects directly to an Azure service does not use
Network Address Translation (NAT) or a gateway device.
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The subnet delegation feature should be considered when your Azure architecture
identifies Azure Platform as a Service (PaaS) when IP traffic needs to be injected in a
specific VNet. Subnet delegation allows the Azure customer to deploy the instances
into the subnet. The designation from a VNet to a PaaS service enables automatic rules
for your VNet subnet that helps Azure to stabilize the connection. The use of subnet
delegation allows the NSG filtering of traffic and user-defined routes. Once the option
is selected, Azure configures a Network Intent Policy that supports the VNet integration
stability with the use of preconditions that are defined when the delegation is selected.
Azure then deploys the Azure PaaS service instance into the VNet for easier utilization.
The services are delegated through code or from the portal (review Figure 2-9 to see a
short list of resources when the Azure portal is used).

Add subnet %

None l

Microsoft. ApiManagement/service

Microsoft. AzureCosmosDB/clusters
_ Microsoft.BareMetal/AzureVMware
Microsoft.BareMetal/CrayServers
Microsoft.Batch/batchAccounts
Microsoft.Containerinstance/containerGroups
Microsoft.Databricks/workspaces
Microsoft.DBforPostgreSQL/serversv2
Microsoft.DBforPostgreSQL/singleServers
Microsoft. HardwareSecurityModules/dedicatedHSMs
Microsoft.Logic/integrationServiceEnvironments
Microsoft. MachineLearningServices/workspaces
Microsoft.Netapp/volumes
Microsoft.ServiceFabricMesh/networks

Microsoft.Sgl/managedinstances

None ~ |

Figure 2-9. Subnet delegation for Azure-managed service example
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Network Security Group

The software-defined security control for TCP/IP traffic is a cloud-native service that
can easily be deployed to manage IP traffic between networks and between hosts in the
subnet. You have learned that in Azure, software-defined networks are called VNets, and
each VNet supports a security control to manage traffic flow through a Network Security
Group (NSG). Network traffic control implementing an NSG supports management by
allowing or denying IP traffic and reducing the security risk.

An NSG operates at lower layers of the OS], layer 4 specifically to support TCP and
UDP protocols and layer 3 to support the Internet Control Message Protocol (ICMP).
With each Azure subscription, you can create 1000 VNets and 3000 subnets for each
virtual network. The limit of Network Security Groups is 5000 in total for the entire
subscription so security planning is critical for Azure VNet management.

The configuration of a single NSG security control to manage the flow of a single
network traffic is simplistic. The security network architecture can grow to a complicated
design when the number of rules for each NSG increases. Each Network Security Group
can contain up to 1000 individual network rules, which allow or deny traffic based on
five attributes (5-tuple):

e Source IP address

e Source port

¢ Destination IP address
e Destination port

e Protocol

You can decrease the network management time needed if you plan to use Azure
IP Groups as a way to become more effective when managing an enterprise network
deployment. Azure supports creating an IP Group = “any-text-name” and adding VNet
subnets to the group.

NSG reporting on current configuration is a challenge. Understanding firewall
capabilities in Microsoft Azure is a critical security area that both cloud architects and
cloud operations teams need to consider in providing the best reduction of security risk.
Azure Firewall supports routing all “Internet” traffic.
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Microsoft has a managed service for use to improve network security, the Azure

Firewall. There are many security features supported including

OSI layer 3-7 (through firewall) policy

Threat intelligence, known malicious IPS and FQDS

Threat intelligence NAT traffic filtering rules

Allow DNS rule Protocol = TCP and UDP

Application rules work at OSI layer 7 (FQDN tags) external services

Outbound call to the PowerShell gallery (Allow-pass, gallery http,
https, and *.powershellgallery.com)

UDR uses the next hop address so all egress traffic goes through the firewall. The

default route for all routing is used to force all traffic to the virtual appliance or Azure

Firewall (in this case). You need to add the Route name = default route, address prefix
=0.0.0.0/0 (all IP addresses) go through to the Next Hop Type Virtual Appliance, Next
Hop address = Azure Firewall Private IP address (10.30.1.4). Azure Firewall enables IP

forwarding on the VNet however if you set the Next Hop for a VNet.

The Azure Firewall subnet, according to the documentation, uses a /28; however, you

could select a /30. Create the VNets first. Make sure the Azure Firewall is in the correct

availability zone. The Firewall must terminate to the Internet, using the standard SKU

with static assignment. The threat intelligence configuration can be turned off, alert, or

alert and deny.

The Allow/Deny rules are network aware and application aware. The Azure PaaS

solution supports the ability to multiselect, so one rule supports many Azure services.

The Network Security Groups (NSG) support Allow/Deny rules at the IP subnet that you

have included as part of your virtual network. The Application Security Group supports

the microsegmentation of the dynamic workloads. As an example of using the named

monikers and groups, refer to Figure 2-10. This removes the need to update IP subnets

when you use the Azure service named monikers.
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Figure 2-10. Network Security Groups and Application Security Groups
placeholder

Troubleshooting the network logging and NSG flow logs for traffic monitoring is
made easier with the interaction of Network Watcher. The Network Watcher service
supports monitoring performance and health issues for your VNet subnets. The
diagnostics can allow you to capture packets on a VM to validate the IP flow. With this
data, you can validate if the traffic follow your needed rules to allow or deny access.

Note NIST 800-41 Version 1 provides a deeper insight and is a guideline for
firewalls and firewall policy considerations. You can find it at https://nvlpubs.
nist.gov/nistpubs/Legacy/SP/nistspecialpublication800-41r1.pdf.
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VNet Security Best Practices

These security best practices reduce cyber security risks and list some of the details
related to security that benefit IaaS and PaaS deployments. You will also have insights
into the characteristics of Azure Virtual Networks that help you better understand how
Microsoft enables connectivity in Azure software-defined networks.

A best practice is to not expose an Azure workload to the public Internet without
using one or more security methods described throughout this book. You could use a
Network Virtual Appliance (NVA) from the Azure Marketplace that can be configured
to securely filter Internet traffic. You may choose a site-to-site VPN from on-premises
to Azure and connect to the private IP address or a point-to-site VPN and connect
to a jump-box management server. Also, you may choose to enable Just-in-Time
administration that enables limited access from a “specific” IP address for an allocated
time window as part of Azure Security Center.

Create IP subnet ranges based on workloads to allow servers with the same workload
to leverage the VNet subnet-level security. As an example, if the VNet supports a
business tier set of VMs for applications, they are all in the same IP subnet address space.

VNet management at a larger scale is an architectural consideration. The first
few Azure subnets may have been created using the Azure portal; however, scripting
IP subnets using PowerShell or the Azure CLI allows for a lower resource cost for
management.

Bind and manage the virtual machine NIC at the VNet level. Azure does support
binding VMs to the VNet or the virtual NIC attached to the server, but this becomes a
resource bottleneck for troubleshooting and managing systems at scale at this level. As an
example, if you move a VM from one VNet to another, binding at the NIC level is another
touchpoint for the relocation to be successful. In addition, the network binding can only be
enabled for a single IP range if your virtual machine has multiple virtual NICs. Azure does
not support network binding to different IP ranges for two or more NICs.

User-defined routes may be an option to consider.

Use a Network Security Group (NSG) to secure the VNet to allow specific VNet
traffic in and out of the VMs in each VNet. In addition, you can reduce security risks with
limited IP address ranges, and you can also limit specific protocols to add another level of
security. The protocols supported by NSGs include the feature to allow or deny

o TCP

« UDP
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o ICMP
o ANY

The NSG also supports the feature to deny outbound traffic to one or multiple IP
subnets and specific TCP/IP protocols. Please review the OSI/TCP model section later in
this chapter as a refresher for security risk considerations.

Leverage the current skill set from your on-premises security team by reviewing the
capabilities of the same vendor system available as a Network Virtual Appliance (NVA)
that can be purchased from the Azure Marketplace. Don’t let the term virtual appliance
create confusion; the NVA is a product that may be running a virtual machine image and
preconfigured for testing in your Azure deployment. You need to schedule time with
the current security team that allows them the opportunity to share their expertise with
the cloud security team. If they include the same security team members, cloud and
on-premises, then time is needed to update corporate security policies and deployment
guidelines because the virtual applications may be configured differently.

Note The Azure Marketplace supports vendors selling a product by quickly
downloading (size) a preconfigured application (features). This NVA is not a
recommended implementation for performance testing, often a smaller VM with
limited CPU and NIC configuration.

Consider implementing site-to-site (S2S) or point-to-site (P2S) tunnels for VPN
to connect your on-premises systems. Site to site is often considered for a permanent
connection from Azure to an on-premises data center. With a site-to-site VPN in place,
then user-defined routes may be implemented to better control network traffic. A point-
to-site connection is considered if occasionally systems need to connect from a remote
location into your Azure subscription.

Additionally, user-defined routes (UDR) may reduce security risks with the
configuration for edge network routing. An example is the network configuration for a
perimeter network (referred to as a DMZ, demilitarized zone). If you design your DMZ
(refer to Figure 2-11) at the edge network without a VM in the VNet, security posture
is improved, because there are no trusted VMs or applications placed in the DMZ and
using Azure UDR can better secure data to direct traffic effectively.
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Figure 2-11. Azure-defined VNets using UDR, DMZ, and trusted VM example

Network Peering

You can use Azure network peering to enable a network connection for IP traffic across
different Azure Virtual Networks. The peering is connected in both directions (please
refer to Figure 2-12), from VNet A to VNet B and from VNet B back to VNet A. Once
peered, the virtual networks appear as one, from a traditional IP traffic packet flow. As
you have learned earlier in this chapter, Azure VNets support the individual IP subnets
routing to the private IP address because the traffic is routed across the Azure backbone
network. Once the network peering is configured, that IP traffic is also routed over
the Azure backbone network. The cyber security risk is reduced because your Azure
subscription traffic is never exposed to the Internet.

There are two types of peering to consider for both peering considerations and
traffic cost:

o Default VNet peering in the same Azure region
e Global VNet peering across Azure regions

You should be aware of some of the benefits of VNet peering like we presented
earlier; the network traffic between peered virtual networks is private, so the IP traffic
from VMs remains private since the public Internet is not used. No IP traffic on the
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Internet is important to consider if you have encryption configured needed for Internet
gateways or if encryption is required in the communication between the global Azure
regions. Traffic between the virtual networks (refer to Figure 2-12) remains on the
Microsoft backbone network, so saving resources on encrypting products may be a
consideration. Additionally, with peering traffic on the Azure network backbone, it

is alow-latency, high-bandwidth connection between resources in different virtual
networks.
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Figure 2-12. Placeholder of simple network peering visual representation

Just a reminder, the address space in each of the virtual networks you are peering
must not overlap. This can be challenging for organizations to maintain and share the
IP address space entirely including IP subnets. In the individual IP subnets, you can edit
the IP ranges by adding to or deleting from the VNet space. However, after the peering is
completed, no editing can be completed.

Note VNet creation does not incur a charge. The cost is the data IP traffic in
Azure regions and out of the VNet, called “egress” traffic. Charges vary between
local country regions and global regions.

The recommendation for deployment across more than two Azure regions is to
follow the Hub and Spoke model. If you refer to Figure 2-12, Subscription A with VNet A
and VNet B would be designated as the Hub, while Subscription B with VNet C would be
a spoke.
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Workloads deployed in different environments, such as DevOps, test, preproduction,
and production, may require shared services such as DNS and Microsoft Active Directory
Domain Services (AD DS). Shared services are placed in the hub VNet, while each
environment is deployed to a spoke VNet to maintain the separation of business units or
R&D. Peering with the Hub and Spoke model supports resources under different spokes to
communicate with each other, if they are peered with the Hub VNet. All Spoke VNet should
be peered with the Hub VNet for all shared services to flow between the Hub and each Spoke.

Azure supports a cloud-native virtual wide area network (vWAN) that can be used
for global VNet peering. As an example, the connection of two VNets in different regions
using a virtual WAN supports network connections to connect VNets to virtual hubs. The
user does not need to set up global VNet peering explicitly. VNets connected to a virtual
hub in the same region incur VNet peering charges. VNets connected to a virtual hub in
a different region incur global VNet peering charges.

@ VWAN-southcentral »

* Virtwal WAN

|2 bearch (ctrl+n ] « [ Delete () Refresh

& Overview = Resource group : austin-vwan-rg Status : @ succeeded
B Activity log Location : South Central US Branch-to-branch : Enabled
Subscription : Windows Azure MSDN - Visual Studio Ultimate Virtual hubs :0

subscription 0 ¢ o G |

Tags {change)  : Click here to add tags
Settings 2

A Access control [IAM)

& g

Figure 2-13. Azure virtual WAN (VWAN) enabled from the Azure portal

Azure virtual WAN (VWAN) is a networking service that combines IP traffic flow,
cyber security features, and IP routing in a single view; refer to Figure 2-13. The features
support a customer’s branch connectivity that may be using Azure site-to-site VPN
connectivity or a remote user with Azure point-to-site VPN. Private connectivity with
ExpressRoute is supported using the vWAN as the HUB. Security features such as the
Azure Firewall are supported. You can enable the vWAN from the portal, as referenced in
Figure 2-14, and add additional network connections to SPOKE regions as needed.

The virtual WAN architecture is a hub and spoke architecture with scale and
performance built-in for branches. Features include

¢ VPN/SD-WAN devices
e Azure VPN/OpenVPN/IKEvV2 clients
e Virtual networks
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Azure vWAN enables more efficient administration processes to support a global
transit network architecture; please refer to Figure 2-14 - it is a vWAN diagram. The
cloud-hosted network “hub” enables transitive connectivity between endpoints that may
be distributed across different types of Azure regions or spokes. The Azure regions are
those you want your network architecture to connect with. All hubs are connected in full
mesh in a standard virtual WAN making it fast and efficient for clients because of the use
of the Microsoft backbone for any spoke connection.

VNet 2
VNet 1
VNet 3
/s Jacobslab vVWAN

Denver Orlando

Nashville Tampa

Figure 2-14. Azure vWAN logical view supporting multiple VNet address spaces

Application Security Groups

An Application Security Group helps to manage the security of the Azure virtual machines
by grouping them according to the applications that run on each group . This service is

a feature that allows the application-centric use of security by extending it to the defined
application groups using the Azure network. Network Security Groups (refer to Figure 2-15)
support a software-defined network change by supporting a security policy between web
tier and middle tier systems without updating IP subnets.
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Figure 2-15. Application Security Group deny access from the web tier to the
database tier

We have an example subnet that contains web servers and database servers. The
configured Application Security Group access rules of the subnet’s Network Security
Group allow http, https, and database access to those servers.

0SI AND TCP/IP MODELS

The Open Systems Interconnection (OSI) model is a standard that supports computing system
communication. The goal is to identify layers of services that support standard protocols. The
lowest layer, layer 1, serves the layer above, layer 2, and so on. This support continues until
reaching layer 7 which supports the software application. A detailed example of the 0S| model
is shown in Table 2-1.
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Table 2-1. OSI model - seven layers of communication for TCP/IP networking

0SI Layer # 0Sl Layer Name 0SI Layer Description and Protocols

7 Application layer User applications: Protocols = HTTP, HTTPS, FTP, SMTP
(web traffic: Azure Firewall, Application Gateway)
Data type = User data

6 Presentation layer Data translation, compression, and encryption applied.
Protocols = TLS (SSL), MIME (email)
Data type = Encoded user data

5 Session layer Establishes the session communication, management,
and termination: Protocols = RPC, sockets, named pipes
Data type = Session

4 Transport layer Process-level addressing: multiplexing/demultiplexing,
retransmissions. Protocols = TCP/UDP
Data type = Datagram and packets

3 Network layer Logical-level addressing: routing, datagram
encapsulation, error handling. Protocols = IP, IPv6, IP
NAT, IPsec, ICMP, DLC. Routing protocols = RIP and BGP
Data type = Datagram and packets

2 Datalink layer Logical link control: media access control (MAC)

Physical layer

addressing, error detection. Protocols = Ethernet, Token
Ring, 802.11 wireless, SLIP, PPP
Data type = Frames

Encoding and physical data transmission hardware.
Protocols = physical connections
Data type = BITS

The TCP/IP model reduces the number of layers to four. However, the reduced number of
layers must still support the individual work, at that level from the 0SI model. Notice in

Figure 2-16 that layer 5 and 6 functionalities are still being accomplished, but they are
identified in the TCP/IP model at layer 7. Notice in Figure 2-16 also that layer 1, physical layer,
is removed and replaced by any hardware.
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Figure 2-16. OSI model and TCP/IP model consolidation

Many Azure security deployment or configuration considerations need to be made based on
how Microsoft supports both 0SI and TCP models. The application layer sends and receives
IP traffic that includes Domain Name System (DNS), Hypertext Transfer Protocol (HTTP), and
Simple Mail Transfer Protocol (SMTP). The transport layer, layer 3, is the connection-oriented
transporting application like the Transmission Control Protocol (TCP), which includes
replacing lost packets of data with overhead resources. It is also used by the User Datagram
Protocol (UDP) and has no retransmission of lost packets, for example, the following list:

e Ingress layer considerations

e Load balancers, layer 7, TCP, and UDP

e  PIP-UDR switch, active pass

e  PIP-UDR without SNAT, all traffic, not limited on port rules
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The 0SI and TCP/IP models are a foundation for understanding under the covers how
transmission from the end user at the web server level uses the interaction based on defined
protocols (i.e., TCP/UDP) as shown in Figure 2-17.
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Figure 2-17. Protocols support each layer for OSI and TCP models

You need to understand the protocols and the layers they are enabled to gain a better
understanding as they relate to the support from Azure security cloud-native services and the
support for OSl layers 7, 4, and 3.

64



CHAPTER 2 AZURE NETWORK SECURITY CONFIGURATION

TCP/IP Port Vulnerability

The communication in Microsoft Azure between servers using software is supported
using the TCP/IP model (please refer to the Open Systems Interconnection (OSI) and
TCP/IP model sidebar for an in-depth understanding). The easiest way to gain a clear
understanding of TCP/IP ports and how they are used requires you to realize that each
virtual machine (VM) is assigned an IP address. As a simplified example, let’s use the
following:

VM-Serverl is assigned the IP address of 192.168.1.1

With the use of that single IP address, the server can support more than a single TCP/
IP service.

If you look at a small office location that has a device configured for Internet
connectivity, you can discover many services enabled to send and receive from a
single IP address (i.e., 192.168.1.1). The services communicate on different port
addresses using TCP or UDP. The address can span from 1 to 65,535. Figure 2-18
provides the result of a default scan that is configured to allow use of the Internet of a
small office appliance. (Note the default configuration should be hardened to reduce
any security breach.)

AllA LA W LA w M. AT AT

_— e
Scanning WiENINS——— (192.168.1.1) [65535 ports]

Discovered open port 53/tcp on 192.168.1.1
Discovered open port 8@8@/tcp on 192.168.1.1
Discovered open port 443/tcp on 192.168.1.1
Discovered open port 88/tcp on 192.168.1.1
Discovered open port 6848/tcp on 192.168.1.1
Discovered open port 6868/tcp on 192.168.1.1
Discovered open port 1883/tcp on 192.168.1.1
Discovered open port 18e@8/tcp on 192.168.1.1
Discovered open port 18@88/tcp on 192.168.1.1
Discovered open port 49153/tcp on 192.168.1.1
Discovered open port 6849/tcp on 192.168.1.1
Discovered open port 5@@3/tcp on 192.168.1.1
Discovered open port 49152/tcp on 192.168.1.1
Completed SYN Stealth Scan at 14:17, 12.86s elapsed (65535 total ports)

Figure 2-18. TCP/IP scan of a single IP address with many servers enabled
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Notice in Figure 2-18 the term “open port” from the scanned server. Any Internet
connection or network connection service requires specific ports to be in an open state
for cross-communication. The communication can be initialized from the client like a
web browser or email client. These legitimate services can be exploited by software code
that uses the open port, but the software code that was developed for the server OS has
a vulnerability. If you install an operating system, it may have open ports by default;
however, no software is currently installed that requires the TCP/IP port to be open. The
best security practice is to disable unused ports; this shuts the door on cyber attackers.
This is one measure to “harden” the server OS and make the server less vulnerable to
network scanning or attacks.

If we look at another example, you could install a web server, IIS or NGINX, on a
web server which communicates using TCP/IP on port 80 by default. You are a cyber
security professional, so you enable Transport Layer Security (TLS) so all web server
communication is encrypted on a tunnel running on port 443. Both ports 80 and 443
allow a two-way communication with the client. A single port can send data and receive
data on the same port or a two-way dynamically generated conversation is negotiated
between the client and server on a single port.

You should create a security process that supports scanning for open ports and
closing ports that have no required application or that have a needed software access
that requires Internet traffic in or out of the server on that specific open TCP/IP port. The
Azure Security Center regularly scans your network for open Internet TCP/IP ports that
do and do not have a Network Security Group configured. You could create a policy that
mandates only public addresses from an Azure virtual machine must be supported by
the Azure Just-in-Time (JIT) administration. Please find the JIT guidance in the “Remote
Access Management” section of this chapter.

Azure Front Door Service

An Azure Front Door service is a cloud-native and global solution that provides a
method to optimize application performance and failover for high availability; refer to
Figure 2-19. In this chapter, you have learned more about the TCP/IP model and how
applications operate at specific layers. A Front Door service is a cloud-native application
that relies on layer 7 (refer to OSI and TCP/IP models in this chapter) as the delivery
network. When you review the sidebar information, you notice that protocols at the
application layer, layer 7, include HTTP (port 80)/HTTPs (port 443) and Domain Name
Services (DNS port 53).
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Some of the underlying network configurations used by the Front Door service
includes the use of a routing protocol called anycast. To build on what you have learned in
this chapter about Azure networks, anycast is a network addressing and is also a request
routing technique in which incoming requests can be routed in different Azure regions.
You may remember that Azure supports a content delivery network (CDN), which the
anycast address service can leverage to route incoming traffic to the nearest Azure regions
(i.e., data center), allowing for faster delivery of the request. Taking into account the
Azure network backbone, the global network provides DDoS protection from a variety
of attacker skill sets that range from “script kitties” to nation states. An additional feature
of the Azure Front Door includes supports for high traffic volume, network congestion,
which translates into high availability (HA) using the Azure network backbone.

Front Door services support web and mobile apps, cloud services, and virtual
machines. Also, you can include on-premises services in your Front Door architecture
for hybrid deployments or migration strategies to the Azure cloud. If you currently do not
have a Front Door service, follow the exercise to create the servers for testing.

To complete the Front Door exercise, you should have two Azure web apps
or websites to enable the service. If you would like an Azure exercise to create
two web apps in two different Azure regions, follow the exercise at “https://
ShortenedURLMarshallCopeland/cyberlanguage”

Global Sales

Jacobslab
Https://australia

Https://northamerica

Figure 2-19. Azure Front Door service features supporting global sales for
jacobslab.com
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CREATE A FRONT DOOR SERVICE

1. In this exercise, we will deploy an Azure Front Door service and place these
web apps behind it.

2. From the Home view of your Azure portal, select create a resource, enter Front
Door, and select Create.

= Microsoft Azure £ Swarch resources, senvices, and docs (G+/) N B e 0 marshallcopeland - &
DEFALRT DIRECTORT

Home » New > Front Docr > Craate 3 Front Door

Create a Front Door kS

o3 Configuration Tags Review = create

Configuring Front Door happens in three steps: Adding 2 frontend host,
finally a routing rule that connects your frontend to the backend pool. Le

NG your backenss in 3 backend pool and

Frontends/demains e Backend pools Routing rules

*Step 1

Get started by adding 3 frontend host. -

m < Previous Mext:Tags > | Download a template for automation
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3. 0Onthe Basic journey tab, enter a new Resource Group and Location; click Next:
Configuration. Your screen should be similar.

marshallcopelai

= Micros Ture P search resources, senvices, and docs (G+/) ]
Irosoft Azure = s d DEFALLT DIRECTORY 0

Home > Mew > Front Door > Creste & Front Door Add a frontend host S

a Front Door
o e The fromtend host specifies 2 desired subdomain on Front Door's defauit domain Le.
azurednet to route traffic from that host via Front Docr. You can ogtionally enboard custom
domaing as well, Lesm more

Basics Configuration Tags Review + create Host name * [0

frantendtrial v
Confizuring Front Door happens in thres staps: Adding 3 frentend host, configuring your backends in a backend pool and azurefd.net
firally  routing rule that connacts your frantend to the backend pacl Learm mare

SESSION AFFINITY

Frontends/domains Backend poels " "
e Enables direct subsequent traffic from 3 user session to the same application backend for
processing using Front Door generated cockies. Learn more
Status
(Enatled CEIED)
*Step 1

WEB APPLICATION FIREWALL

4

Gat started by adding 3 frontend host.

You can agply a WAF policy to one or more Front Doar frentends to provide centralized
protection for your web applications. Learn more

Status

m < Frevious Next:Tags > | Download 2 template for automation

4. Inthe Step 1 square, click the + sign to enter the frontend host name, similar to
the screen. Notice you have the option to enable session affinity, that is, sticky
connections (leave disabled for this exercise). Also, there is an option to enable
Web Application Firewall (leave disabled for this exercise). Click the Add button.

5. The next step is to add the backend pools. From the Step 2 square, click the +
sign in the top right and enter a unique name for the backend pool similar to
the screen.
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P Search rescurces, sendces, and docs (G+/)

Creste a Frort Door

Create a Front Door

Basics Configuration Tags Review + create

Configuring Front Door hapgens in three steps: Adding 3 frentend hest, configuring your backends in a backend pool and
firally a routng rule that connacts your frantend 1o the backend posl Lea:

Frontends/domains Backend pools

fromtendtrial.azurefd.net

*Step 2

_> Mow you Can créate 3 backend podl for youl
ave 3 backerd pooly
create a rule.

conngct to. Once y

Add a backend pool

Abackend pooliz 2
dlient reguests. Le

of equivalent backends 1o which Front Daor load balances your

Name *

[ mcbackendpool ’ ]

BACKENDS

Backend host name Status Priority  Weight

Acd a backend 1o get started

dd a backend

HEALTH PROBES

Front Door sends paricdic HTTR/HTTPS probe requests to each of your
backends to determing the proximity and health of esch backend to loa
end user reguests. Le nore

arce your

Path *

Protocel (&

Probe method @
| szap v

Interval (seconds} * ©
| 20 |

6. Click the + Add a backend label to add the first web apps from the earlier

steps. The screen should be similar.

P Search rescurces, sendces, and docs (G+/)

Creste a Frort Door

Create a Front Door

Basics Configuration Tags Review + create

Configuring Front Door hapgens in three steps: Adding 3 frentend hest, configuring your backends in a backend pool and

firally & routing rule that connacts your frantend 1o the backend pasl Lea e

Frontends/domains Backend pools

fromtendtrial.azurefd.net

*Step 2

_> Mow you Can créate 3 backend podl for youl
connect to. Once you have a backerd pooly
create a rule.

BT [ Frevons ][ et
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ek 1o backend |

Backends are pplication senvers where Front Door will route your client requests to.
Wou ¢an assign weights to yo 5 to define proportion of traffi sent and set
prigrity for the backends to define active/stand-by kind of architectures. more

Backend host type *

Backend hast header (0

HTTP port * @
I

HTTPS port * ()

443

Priority * (@

Status
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7. Select the first option from the drop-down (App service), and the backend host
name is filled in automatically. The screen should be similar. Click Add.

Add a backend X

& Go back to backend pool

Backends are your application servers where Front Door will route your client requests to,
You can assign weights to your backends to define proportion of traffic to be sent and set
priority for the backends to define active/stand-by kind of architectures. Learn more

Backend host type *

App service i |

Subscription *

Windows Azure MSDN - Visual Studio Ultimate R |

Backend host name * (©

soh-copeazurewebsites.net kv |

Backend host header (O
i soh-cope.azurewebsites.net ! |

HTTP port * (O
30 |

HTTPS port * O
a43 |

Priority * (O
1 |
Weight * ()
50 |

Status
(Disaled CREED)

8. You need to add the second web app from West Europe; click + Add a backend
and then select the drop-down for the backend host name and select the other
web app. Your screen should look similar. Click Add.
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72

10.

11.

12.

13.

Add a backend X

+ o back to backend pool

Backends are your application servers where Front Door will route your client requests to.
You can assign weights to your backends to define propertion of traffic to be sent and set
pricrity for the backends to define active/stand-by kind of architectures. Learn more

Backend host type *

| App service ~ |

Subscription *

[ windows Azure MSDN - Visual Studio Ultimate v

Backend host name * (O

| soh-cope.azurewebsites.net ~ |

soh-cope azurewebsites.net

soh-puca.azurewebsites.net
| 80 7|

HTTPS port* (D
[ 4e3 |

Priority * (@
G 9
Weight * @
E )

Status

F oy " ~
(_pisabled (CEETZD)

With both web apps configured for the backend pool, select the Add label to
configure the routing rules. Click the Add button.

Enter a unique routing rule name. This process connects the frontend request
to forward to the backend pool. Leave the other features at their default for this
exercise. Click Add.

Your screen should have the frontend, backend, and routing rules configured.
Click the Next: Tags label.

Use the drop-down to select the Front Door App and location, then click Next:
Review create. Select the Create label.

The Azure portal will change to indicate your Front Door deployment is
underway. Wait for the completion and select the “Go to resource label” to view
the Front Door service.
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14. The screenshot should look similar to the Front Door view.

marshallcopeland @LIVE...

= e 0 ces OUNCRs, Service 2 (G+/)
= Microsoft Azure 2 Search resources, senvices, and docs (G+/) [ ——

dome > Micrcsoft Frontdoor-20200315160200 | Cverview > frontendirial

@ frontendtrial 2 X

Delete () Refresh

& Crrdonr Rasource group (change) @ 3z-frontdoer-rg
o : Enabled
B activity log

wdio Ultimate
"B Access control (JAM) " _ _
1 ddaflecf-a3be-4319-ad00- 122808114512 jotal routing rdes 1 1
® Tags
+ frent door app 1: Central US
Settings i
v Front Door Gesigner
& Wweb application firewall Front Door designer AT Web application firewall
g ( PP
o Use Front Door designer to configure the & Asgsociate 3 WAF Policy to one or mare Front
I properties resounce Coor frontends for protection.
% Lecks
EX Evport template F B .
show data for last ((EIESRED Shours 12hours  1day  Tday  30days )
Monitaring
B Alens Request count s PRequestsize =

i Metrics

B Cisgnostic settings

P Logs

Zupport + troublechaating

S New support request

This concludes the Front Door exercise.

From the cyber security perspective, one of the benefits is that TLS termination is
provided at the Azure network edge; it is included automatically by leveraging the Azure
Front Door service. You can easily customize support for branding a domain name you
own with support to built-in certificates or uploading your own TLS certificates. The
Azure Web Application Firewall (WAF) rules can be customized to protect your web apps
from cyber security exploitation like spoofing the client IP address. Some applications
are developed to use the client IP address to enforce access controls, rate limits, or
administration access. If the HTTP request header is used to change or “spoof” the IP
address, Azure Front Door protects the workload and enables a different method of rate
limit (other than using the HTTP header) to combat any malicious bot traffic against
your company brand.
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Remote Access Management

Accessing a VM running in Azure from your on-premises network can be challenging
because of the security risks of a public IP open on the Internet. The use of a jump
server would be one approach, and the VM should be hardened to limit open ports with
services which limit the access if compromised. The basic approach requires enabling
access to VM that is using a public IP address. If the connection supports RDP with port
3989 or SSH with port 22, the public IP address is a vulnerability access point for bad
actors. You could enable and disable both the public IP address and the remote port
using PowerShell, but never forget to disable access because of the lightning speed of
brute-force attempts to gain access.

Azure supports an administration feature that is called the Just-in-Time (JIT) VM access
that enables remote access to a VM using a “dynamic” public IP with a conditional time limit.
The Just-in-Time access can be enabled for one or more VMs deployed with Azure Resource
Manager (ARM) through the Azure API which includes PowerShell, CLI, and Azure Portal
Network blade and using Azure Security Center. You want to support compliance validation
for internal and external auditing, so JIT supports auditing activity on the VM.

JIT is enabled after you upgrade to the standard SKU in Microsoft Azure Security
Center. Security Center supports many needed security features including Just-in-Time
remote access. See Chapter 5 where Security Center configuration and cost assessment
are provided as a dedicated chapter. The security risk exposure is reduced but not
eliminated entirely with the automatic enabling and disabling of the Internet access to
public IP. Now that you know what JIT is, you need to know how to leverage this feature
to receive the benefit.

You should become familiar with all three components of Just-in-Time VM access to
benefit this security feature. The areas to consider are

e Enabling
¢ Requestaccess
e Auditing

There are two prerequisites before you continue to use JIT VM access with one being
mandatory and the other an optional security best practice. If Just-in-Time access is to
be used, it must first be enabled by upgrading Azure Security Center to the standard
SKU. And second, you should consider setting up least-privileged access to JIT-enabled
VMs and no other operations.
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Security Group configured, either at the VM or subnet level.

ENABLING AZURE JUST-IN-TIME FROM SECURITY CENTER

1.

From the Azure Security Center view, select the Just-in-Time VM access and
select the not configured tab.

Home > Security Center

© Security Center | Overview

Showing subscription "Windows Azure MSDN - Visual Studio Ultimate'

| 2 search (Ctrl+))

& Security policy

#*. Regulatory compliance
RESQURCE SECURITY HYGIENE
= Recommendations

L Compute & apps

B, Networking

“& loT Hubs & resources

T Data & storage

& Identity & zccess

B security solutions
ADVANCED CLOUD DEFENSE
> Adaptive application controls
@D Just in time VM access

& Adaptive network hardening

[3 File Integrity Monitoring
THREAT PROTECTION

] Security alerts

2 Security alerts map (Preview)

«

W Subscriptions ' What's new

Policy & compliance

Overall Secure Score

o 3 1 % (~9 of 29 points)

Review your Secure Score >

ce security hygi

Recommendations

High Severity

13

Madiurn Severity
0

ow Severty
0

4 2 Unhealthy resources

Threat protection
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2. Select the VM to enable and then click enable. This enables JIT on one of
the VMs; note this example shows one selection.

Virtual machines
Configured  Not Configured Unsupported

VMs for which the just in time VM access control is already in

87 VMs

‘ /I.‘I

Virtual machine T, Approved

OB testing . "t

K testing; Properties 38

O testing  Activity Log =

()& testing Ed @j 7
Remove 0

[ B testing N

3. Select the VM by clicking the displayed ports to edit details (enter the port
number 22-SSH for Linux, 3389-RDP for Windows 0S), limited IP subnet
allowed and time limit for remote connection. Then click OK.

4. Select SAVE to enable the JIT parameters you configured to Azure.

Note that your VM must have a Network Security Group enabled, and not in a restricted
security policy at the subscription or resource group level.

Accessing the VM with JIT is now supported after completion of the JIT exercise.
During the exercise, you will have successfully configured one or more VMs to allow
Azure JIT. You can use Azure Security Center or navigate through the Azure VM pane to
request access. When you saved the customized JIT configuration, it became an attribute
of the VM. In the next exercise, you will learn to connect to the VM in a different method
than connecting with Azure Security Center. Connecting from the VM pane in the Azure
portal could be a security procedure that supports the remote access security policy.
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ADMIN REQUEST ACCESS TO JIT-ENABLED VM

1. Inthe Azure portal, open the virtual machine pane, and under the settings
option, select Connect.

2. From the right side of the pane, select the correct protocol option, RDP: Remote
Desktop Protocol in this exercise (SSH: Secure Shell for a Linux system).

3. In this exercise, you should reconfigure the source IP for “My IP”. (Note: Most
remote workers are working from a branch or home office, and this choice
reduces your Azure subscription attack surface.)

Dashboard > Security Center | Just in time VM access > Add port Configuration X
JIT VM access configuration
jacobslab
Port *
t add (5] save < Discare (22

Configure the ports for which the just in time WM access will be applicable Protocol

Port Protocol Allowed source IPs '
22 (Recommended) Any Per request Allowed source IPs .
(CEETTED CIDR block )
3389 (Recommended) Any Per request h -
5985 (Recommended) Any Per request SZSCEEESORA ol
5986 (Recommended) Any Per request
Max request time
(@ | 2
(hours)
ml o |

4. Select Request Access, and the Azure API enables the dynamic public IP
address for the requested time limit.

The integration with Azure Security Center creates rules that specifically deny all inbound
traffic when access through JIT is not requested. These rules are created on the NSG or the
Azure Firewall rules to restrict and defend the ports from cyber security attacks.
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When you request access to a virtual machine protected by Just-in-Time VM access,
Security Center processes validate that Role-Based Access Control (RBAC) permissions
are authorized. Security Center dynamically configures the NSG and Azure Firewall to
allow inbound traffic for the specific time.

A key security point to take away from the use of Just-in-Time VM access is to build
two security processes. Once you have decided that JIT is the correct solution to reduce
security risks, consider creating two different roles to follow the least-privileged access
by separating team members that can configure access and team members that can
access VMs only:

o Configure JIT policy for VM
o Request]JIT access to a VM

The JIT policy role requires actions assigned at the subscription or resource
group level.

Microsoft.Security/locations/jitNetworkAccessPolicies/write
Microsoft.Compute/virtualMachines/write

The JIT access role requires actions assigned at the subscription or resource
group level.

Microsoft.Security/locations/jitNetworkAccessPolicies/initiate/action
Microsoft.Security/locations/jitNetworkAccessPolicies/*/read
Microsoft.Compute/virtualMachines/read
Microsoft.Network/networkInterfaces/*/read

POINT-TO-SITE REMOTE MANAGEMENT OPTION

Another option could be to provision a point-to-site (P2S) connection using self-signed
certifications that support connection security without exposing a public IP address. The P2S
in Azure supports both Windows 0S and Mac 0S using native clients. The routing inside VNets
needs to be planned, and distributing the certificates is a security risk, especially if a laptop
goes missing that has the point-to-site certificates installed. It would be best to have a more
secure remote connection option that just works, like Just-in-Time remote access (https://
ShortenedURLMarshallCopeland/cyberlanguage).
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A great option is to create an Azure bastion host and connect through the Azure portal

(UDR), they are not supported on the bastion host, and IP version 6 is not supported.

without the need for a public IP address. One of the limitations to consider is that there
is no file transfer, but that will change soon. Also, if you have a client Internet firewall, it
may block some needed WebSocket traffic; if the Azure network has user-defined routes

CREATE BASTION HOST

Open the Azure portal and search for bastion host; select create.

Home > Bastions >

Create a Bastion

Basics Tags  Review + create

Bastion allows web based RDP access to your vnet VM, Learn maore

Project details

Subscription *

Resource group *

Instance details

Name *

Region *

Configure virtual networks

virtual network * @

Subnet *

Public IP address

Public IP address * (D)

Review + create Previous

2. Enter the resource name, name of the instance, region, and virtual subnet to
use the bastion host.

| i Azure

[ devtest-rg

Create new

| numpbex

[ south central us

| vwan-network

Create new

[ Azuresastionsubnet (10.0.8.0/24)
Manage subnet configuration

(!) Crezte new O Usze existing

Mext : Tags = Download a template for automation
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3. Select Next: Tags and enter the project name and other tags; select
Review + Create.

4. The VM creation takes a few minutes; it is a hardened VM that locks the system
down and allows connection from the bastion host to other VMs. The other VMs
in your network do NOT require a public IP address. The bastion host connects
using RDP and the private IP address.

Home > Bastions >
Bastions « 4 jumpbox =
Default Directory il Bastion
- Add == Editcolumns - P Search (Ctrl+/) | « [ pelete O Lock
Filter by name... I 3 Oveniew /\ Essentials
o Resource group (change) :
I
D Name Ty E Activity log .
Location
: % Access control (LAM)
D >< umpbox Subscription (change)
@ Tags :
Subscnption ID
settings

Tags (change)
X sessions

Il Properties

B Locks

5] Export template

Monitering

# Logs

E Diagnostics settings

Support + troubleshooting

B New support request

The use of bastion host allows a more secure connection to any VM without the need to create
a public IP address for any VM other than the secure jump box, aka bastion host.
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Summary

In this chapter, you learned about the Azure Virtual Networks; this is an area that is
foundational for all Azure infrastructure design. You begin with an overview and then
into the deployment and security of VNets and IP subnets. You now know how to secure
the IP subnets and VNets using Network Security Groups (NSG) and how to leverage the
Azure Virtual Hub. You then learned about the support for network peering using the
Azure Hub and Spoke network architecture.

You then gained a deeper knowledge of the Azure support for Network Security
Groups compared to the Application Security Groups. Remember the Application
Security Groups allow you to connect using Azure monikers, and they remove the editing
of IP subnets to an NSG. You ended the security conversations with support for global
deployment using Azure Front Door services and remote access with Just-in-Time VM
access and how to configure bastion hosts.
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CHAPTER 3

Reduce Cyber Security
Vulnerabilities: l1aaS
and Data

In this chapter, you learn about the security requirements to maintain consistency

to reduce vulnerabilities in the infrastructure. The infrastructure for Microsoft Azure

includes VM, network, storage, and deployment options. Conversations with many

customers have provided the focus to deploy Azure services using Infrastructure as Code

(IaC). In this chapter, the areas you learn include

Secure Infrastructure as Code (IaC)
IaC deployment

Hardening virtual machines (VM)
Patching

Endpoint security

Azure database security

Storage container security

There is a great deal to securing the data for the business, and this chapter provides

an overview of all the Azure security features you should learn to be protected with the

cyber security focus.
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Azure Security with 1aC

This is a subject that you have read in our other publications about Microsoft Azure
deployments. The deployment of Infrastructure as Code (IaC) is often an easy
conversation with the development or DevOps team because their daily work includes
using Visual Studio or another development platform to write code.

Continuous Integration and Continuous Delivery (CI/CD) require the Azure
infrastructure team to adopt similar types of tools used in engineering development. Not
only for Azure cloud but the same tools are used to deploy IaC in any major cloud. The
audience for the topics covered in this chapter is the Azure security architects and cloud
administrators that have a deep subject-matter expertise that should embrace this topic and
use consistent templates to deploy cloud services instead of using the Azure portal. IaC is a
process that provides the framework for a codified workflow to create, recreate, test (including
internal penetration tests), and redeploy a software infrastructure. The Azure infrastructure
includes software-defined networks (SDN), and the cloud infrastructure changes quickly so
deployment using software tools is needed to create a secure environment.

The workflow process for IaC engineers requires the adoption of the same agile
development methods and creates a corporate standard integration with application
code workflows like Azure DevOps and the underlying Git versioning commands
including GitLab and other CI/CD pipeline tools.

You normally deploy to an on-premises data center with hardware and software
versions, current patching, and application configured for day 1. This first deployment
is labeled as a “known good” deployment, providing a starting point, because over day
2 and beyond the problem of change from the original deployment and can sometimes
be labeled as drift. When physical servers are deployed, and operating systems installed,
the environment changes. Cloud operations should be included in the day 1 deployment
and day 2 operations mindset.

The engineering term ‘immutable’ is used within IaC conversations to support
the foundation of repeatability and reduces the number of systems that are out of
compliance. Security is also required to be the first and last focus for all Azure services
that follow the systems through their life cycle.

Azure Resource Manager (ARM) supports deploying ARM templates from
PowerShell, the Azure CLI, and automation scripts. The security configuration for ARM
templates includes reusable code, and the services they create are supportable.
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The next step is to deploy software-defined networks, VNets in Azure, and provision
idempotent configurations in your Azure subscription. ARM templates are defined in
a JavaScript Object Notation (JSON) format to define the infrastructure and configure
the application project. The ARM template uses a declarative syntax to deploy network
infrastructure, storage, and virtual machines to Azure. The declarative JSON templates
call the Azure REST API

Security architects use IaC for version control to support known security
controls and create lower-risk stability. Development teams can then use the known
infrastructure code for every product they build for the business. The infrastructure is
validated and tested to prevent deployment inconsistencies. As an example, to enable an
IaC self-service model in an IT service management (ITSM), deploy the requested Azure
code from the form of Microsoft Azure Blueprints.

e ServiceNow Azure Cloud Management Blueprint

The security team, cloud operations team, and developer team should work together
to create a battle-hardened repository of code for the Azure infrastructure. The tools
needed for development should be adopted, and CI/CD pipelines should be used to
support a library for future development test environments.

ARM Development

PowerShell scripting can be used to deploy the Azure software infrastructure templates.
ARM is the Azure management layer that enables resources in Azure to be created,
updated, and deleted. Infrastructure as Code resources in a template support

¢ Software-defined networks
¢ Load balancers

e Virtual machines

o Containers

o Kubernetes

Azure security supports fine-grained access using Azure Role-Based Access Control
(RBAC), which is a direct feature of the Azure resource management layer integration with
Azure Active Directory (AAD). ARM templates work to create the virtual foundation, and
additional tools are used to configure the applications for consistency and compliance.
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Some of the open source community tools like Ansible, Chef, and Puppet are great
applications for management. These tools are used on-premises and in the cloud by
the operations team after the network, server, and security infrastructure have been
deployed. ARM templates use JSON files that define the configurations in Microsoft
Azure in a declarative manner. Using templates in a software-defined format of JSON
files ensures the deployment is consistent and predictable.

There are many design areas supported by the JSON file format, specifically for
ARM. However, for this chapter, you need to be aware of only a few:

e Resource provider and version
e« Resource location
o Parameters and variables

The application programming interface (API) layer of the Azure provider is where
the method servers, services, applications, and users interact with the resource. As the
API features are updated, the changes are reflected in version numbers of the resource
provider. Each Azure region has resources supported for deployment that are used when
deploying IaC.

As an example of considerations to create a repeatable library of templates, you need
to design an ARM template to include the number of resources for performance or specific
Azure pricing tiers for high availability (HA). Azure Resource Manager requires a text-based
document that prescriptively enables the API layers to create, update, and delete Azure
resources. ARM templates and version controls enable DevOps for Continuous Integration
and Continuous Deployment (CI/CD) across subscriptions and across Azure regions.

JSON documents include many defined objects that are used in the software creation
of Azure networks, virtual machines, and database services. Some of the types of object
values are numbers, strings, Boolean values, and other objects. From an ARM template, I
can call another ARM template. This is called a nested ARM template and allows the use
of many IaC library modules.

You should be aware of the hundreds of Azure QuickStart Templates available
in GitHub and updated by both Microsoft and the community. These are the same
templates from GitHub ARM templates, but in an easy-to-search format.

You may also choose to use HashiCorp Terraform and support the business using
the IaC libraries through that type of standard framework. The same Visual Studio Code
integrated development environment (IDE) is supported for both ARM and Terraform.
Versions of VS Code are available to run on Mac OS, Linux, and Windows OS.
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ARM is free and the HashiCorp Terraform community version is free. The open
source software (OSS) edition is an easy download as a single executable and can be
installed on your local machine.

You can start to use the Infrastructure as Code deployment using the integrated
command-line terminal from inside the Azure portal and watch the commands execute
in the command shell.

You may also choose to use Microsoft Visual Studio Code for the installation to
help you get started with developing ARM templates to build the secure library and use
deployment for a more secure Azure deployment.

INSTALLING AZURE VISUAL STUDIO CODE EXTENSION

1. Open Visual Studio Code from your client system installation.

2. Choose the Extensions option.

ﬂ File Edit Selection View Go Debug Terminal Help Extension: Azure Resource Manager (ARM) Tools - Visual Studio Code = (] >

EXTENSIONS: MARKETPLACE = Extension: Azure Resource Manager (ARM) Tools X m
ARM

AR s Azure Resource Manager (ARM) Tools ms
ARM support for Visual Studio Code Microsoft | o> 287864 | * % % k% | Repository | License
feaectidegneed Language server, editing tools and snippets for Azure Resource Manager (AR...
Azure Resource Manager (ARM) Tools 02

Language server, editing tocls and snippets m

Micresoft Install

ARM Params Generator 021

ARM Tools to extract parameter or variables
Wilfried Waivre =
ARM Template Viewer 033

Graphically display ARM templates in an inter... Azure Resou rce Manager (ARM] TOOIS for Vlsual SIUdIO
Ben Caleman Code (PreVIEW)

ARM Template Visualizer 009

A graphical visualizer for resources in ARM te... Visual Studio Marketplace |VO.8.4 | installs |287.9K

ytechie Install

Details Contributions Changelog

P Azure Pipelines |succeeded

Azure ARM Template Helper 0017

Treeview for ARM templates including a few h...
Ed Elliott [ install |
arm toolchain 125 Features

Unafficial arm toclchain IDE

This extension provides language support for Azure Rescurce Manager deploy templ and
language expressions.

mvisentin [ Instal | » Provides a language server that understands Azure Resource Manager deployment template files
linux-arm-none-cabi 0.1

GNU Arm embedded toolchain for Linux (64-... * ARM Template Outline view for easy navigation through large templates

metalcode-eu Install

* Colorization for Template Language Expressions (TLE
Maock ARM Seeder 020 P! guage Expl (TLE)

Extension for VS Code to read or seed data to... * Analyze and validate JSON syntax, JSON schema conformance for Azure resources, string expressions

Andrew Forget Install .
i issues that would affect deployment
darwin-arm-none-eabi 012
GNU Arm embedded toolchain for macO$ o NEW in 0.8.0! Our new language server now has a better understanding of Azure Re-so-°
metalcode-eu Manager templates and can therefore provide a better error and completion experience

darwin-arm-none-eabi 014 beyond that p

ided using JSON
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3. Search for the Azure ARM extension and note the one identified as created by
Microsoft and not another developer or corporation. Select the Install option.

4. \Verify that the Terraform extension is installed by using the search bar and
typing the text: @installed

5. The extension should appear in the list of installed extensions.

»J File ele Go Debug Terminal Help Extension: Azure Terraform - Visual Studio Code ] X
EXTENSIONS: MARKETPLACE = - Extension: Azure Terraform X m --
terraform

Azure Terraform ms szurer fe-azureterraform (R
Terraform 1.4.0
Syntax highlighting, linting, formatting, and v... Microsoft <> 87,089 kA k% Repository License
Mikael Olenfalk %
Ae Olunte Linztal V5 Code extension for developing with Terraform on Azure
Terraform 0.8
Terraform configuration language support

Anton Kulikov

Azure Terraform 030

VS Code extension for developing with Terraf,
Microsoft [ Install |
Terraform Autocomplete 0

Autocomplete for AWS resources with terrafo.
erdis ==
Terraform doc snippets 040 build | passing | VS Marketplace (w0.3.0

Terraform code snippets (>3400) straight fro...

Details Contributions Changelog Dependencies

Azure Terraform

Run at Scale | Install | The V3Code Azure Terraform extension is designed to increase developer preductivity authering, testing and
Terraform (forked) 1415 using Terraform with Azure. The extension provides terraform command support, resource graph
Forked to include 18M Cloud provider, Syntax ... visualization and CloudShell integration inside VSCode.

Frederic Lavigne
Advanced Terraform Snippets Gener... 210
Provides 550+ code snippets of Hashicorps T..
Richard Sentino

dbrs-terraform 003

DBRS

Terraform Comments Beautifier 003
Beautifies comments in terraform(.tf) files
Shadab Ahmed  Install |
V5Code Terraform AWS 55M 036

VSCode extension to easily view/edit AWS 55...

itayadler  instal |

Terraform Advanced Syntax Highligh... 003
@0oA0

6. Asa note, as Microsoft upgrades extensions and providers, the version
numbers continue to increase.

Once the Terraform template is created, it is deployed from the Visual Studio Code
PowerShell or Azure CLI terminals.
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THREAT INTELLIGENCE INFORMATION

There are several key annual security publications that should be required reading. This

list is not all that should be reviewed, but it is a good start for publications published yearly
and biyearly. Infrastructure teams new to security should start with this list, reading the

most current publication and then reading the reports from the previous three years. The
value of reading the current publications is to understand current cyber attacks. As you read
the older publications, you will notice the commonalities of the bad actors and families of
malware. What is sometimes seen is the resurgence of previously successful attacks but with
modifications and new signatures.

The following list is a starting point for cloud architects who are new to cyber security:

InfraGard is an FBI and private sector partnership: www.infragard.org/.

MITRE ATT&CK Navigator knows how cyber security threats attack your
business: https://mitre-attack.github.io/attack-navigator/
enterprise/.

Microsoft Security current advisory and security updates: www.microsoft.
com/security/blog/incident-response/.

Verizon Data Breach Investigations Report (DBIR) 2020: https://
enterprise.verizon.com/resources/reports/dbir/.

IBM-sponsored Ponemon 2020 Cost of Data Breach Study: www. ibm.com/
security/data-breach.

Cisco has 2020 CISO Benchmark Report: www.cisco.com/c/en/us/
products/security/ciso-benchmark-report-2020.html.

FireEye M-Trends 2020 Annual Security Report: https://content.
fireeye.com/m-trends.

Red Canary has a free 2020 Threat Report that ingested 200 billion endpoints
(per day), 6 million leads, and 15,000 configured threats into a single report;
https://redcanary.com/.
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e National Council of ISACs, sector-based information sharing:
www.nationalisacs.org/.

e SANS.ORG (SANS) is a not-for-profit organization; it supports free membership
to access detailed white papers and threat intelligence: www. sans.org/
reading-room/whitepapers/threats/paper/39395.

You, as a security professional, must stay aware to show support for the boards of directors
as they significantly increase their focus on cloud information security, hybrid network cyber
security, and IT risk management. Your security team requires up-to-date resources that
provide a global view of international cyber armies, with in-depth information about their
attack vectors, weaponized payloads, and industry-specific targeting.

Harden Azure VMs

Many administrators spend the majority of their efforts focused on keeping attackers
from penetrating our edge and external facing devices. Subsequently, we lack
development of an internal standard for creating security controls within our virtual
machines. We can leverage the process of VM hardening to limit, without impeding
normal operations, some of the policies and features that can be enabled on our virtual
machines. A virtual machine that is responsible for only one role can be considered
more secure than a VM that is responsible for multiple roles. For example, if you have a
virtual machine that is responsible for running as an ADFS Web Application Proxy, you
would notice if suddenly it starts trying to send emails. Unlike traditional on-premises
data center deployments where VMs can be licensed in bulk and the cost of resources is
bound by the amount of hardware that you have available, the temptation to get the most
out of your Azure resources is real and something every organization faces. Don’t fall
into this mindset. Layering multiple services and functions into one VM can get out of
hand especially when dealing with complex deployments that have interdependencies.
One of the many ways we can harden our VMs in Azure is by leveraging best
practices derived from publications by well-tested and trusted organizations such as
the National Institute of Standards and Technology (NIST) and the Center for Internet
Security (CIS). NIST publication 800-123, Section 4, lays out guidelines for securing
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a server’s operating system. Subsection four provides supporting documentation on
removing unnecessary services, protocols, and applications that are not used for the
primary role of the server. The following are noted in NIST 800-123:

o File and printer sharing services (e.g., Windows Network Basic Input/
Output System [NetBIOS] file and printer sharing, Network File
System [NFS], FTP)

o Wireless networking services

e Remote control and remote access programs, particularly those that
do not strongly encrypt their communications

e Directory services (e.g., Lightweight Directory Access Protocol
[LDAP], Network Information System [NIS])

e Web servers and services

e Email services (e.g., SMTP)

o Language compilers and libraries
e System development tools

e System and network management tools and utilities, including
Simple Network Management Protocol (SNMP)

CIS creates and releases a series of standards that they refer to as “benchmarks.” “CIS
Benchmarks are best practices for the secure configuration of a target system. Available
for 100+ CIS Benchmarks covering more than 14 technology groups, CIS Benchmarks
are developed through a unique consensus-based process comprised of cybersecurity
professionals and subject matter experts around the world. CIS Benchmarks are the
only consensus-based, best-practice security configuration guidelines both developed
and accepted by government, business, industry, and academia.” (www.cisecurity.
org/cis-benchmarks/cis-benchmarks-faq/) Starting from the CIS Benchmarks, we
can create baselines that are tailored to our organization’s unique needs. Applying these
benchmarks can be done in two ways: prebuild and postbuild. In a prebuild scenario, we
can leverage hardened images that are deployable via the Azure Marketplace or when
creating a VM within your tenant. To create a VM based on a CIS Benchmark, select
“Browse all public and private images” when selecting the image. Type CIS in the search
bar and select the appropriate image. Refer to Figures 3-1 and 3-2.
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Be sure to read through the CIS Benchmark you are deploying. It will save time and

headache by knowing that configurations are enabled or disabled in the image, which

differ from a standard out-of-the-box deployment.

When applying CIS Benchmarks to an existing VM or postbuild, we will need to rely

on Group Policy to configure and enforce these settings. Using Group Policy will allow

us to make a baseline policy once, duplicate it to tailor for our organization’s needs, and

deploy it consistently when new VMs are joined to our domain. Our Group Policies can

be deployed through Azure Active Directory Domain Services, which mirror the same

management style as an on-premises Active Directory Group Policy.

Create a virtual machine

Basics  Disks  Networking Management  Advanced Tags  Review + create

Create a virtual machine that runs Linux or Windows. Select an image from Azure marketplace or use your own customized
image. Complete the Basics tab then Review + create to provision a virtual machine with default parameters or review each tab
for full customization. Learn more

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all
your resources.

Subscription * (0 | Azure subscription 1 ~ ]

Resource group * O | rsg-IT B |
Create new

Instance details

Virtual machine name * (0 | WebappsrVo1 v

Region * (O | {US) East US w |

Availability options O | No infrastructure redundancy required v ]

Image * () | Windows Server 2016 Datacenter - Gen1 ~ |

Browse all public and private images

Figure 3-1. Image selection during VM creation

92

You can transition to another option.



CHAPTER 3  REDUCE CYBER SECURITY VULNERABILITIES: IAAS AND DATA
Select an image X

Marketplace My ltems

Al + Machine Learning l I’o ad
Analytics
Blackehain lr/' i CIS Microsoft Windows Server 2016 Benchmark L1
\CIS. Center For Internet Security, Inc.
Compute Hardened according to a CIS Benchmark - the consensus-based best practice for secure configuration.
Containers 7~ CISCentOS Linux 7 Benchmark L1

Databases \CIS. Center For Internet Security, Inc.
Hardened according to a CIS Benchmark - the consensus-based best practice for secure configuration.

Developer Tools

- CI5 Debian Linux 9 Benchmark L1

ff

DevOps \CIS. Center For Internet Security, Inc.

\dentit Hardened according to a CIS Benchmark - the consensus-based best practice for secure configuration
ntity

Integration Vs CIS CentOS Linux 8 Benchmark L1

\CIS. Center For Internet Security, Inc.

Internet of Things Hardened according to a CIS Benchmark - the consensus-based best practice for secure configuration.

IT & Management Tools Vam CIS Oracle Linux 8 Benchmark L1
Media \CIS Center For Internet Security, Inc.
Hardened according to a CIS Benchmark - the consensus-based best practice for secure configuration
Migration
. ) (r/ CIS Debian Linux 10 Benchmark L1
Mixed Reality \CIS. Center For Internet Security, Inc.
Monitoring & Di i Hardened according to a CIS Benchmark - the consensus-based best practice for secure configuration.
g agnostics
Networking /f“ CI5 Microsoft Windows Server 2016 Benchmark L2

\Cls. Center For Internet Security, Inc.

Figure 3-2. Search for a CIS Benchmark image

REAL-WORLD EXAMPLE

Working with company A, an audit firm was brought in to identify potential shortcomings

in their cyber security posture. One of the key items that was brought to light was the lack

of a server hardening standard. Several colleagues worked together to develop a standard
template that could be applied across all servers in the organization both physical and

virtual. However, it became evident that due to some servers being in a highly specialized
environment with several layers of third-party automation between them, the standard had to
be written in such a way that it would not interfere with normal operations. In the end, once
the standard was agreed upon and written into policy, a documentation was provided for

each server that was built, and exceptions were written for servers that didn’'t meet the policy
verbatim. An exception is a notation that indicates why a deviation exists from an agreed-upon
policy, usually backed by a business justification for its occurrence. When an internal audit was
conducted a year later, it was well understood why certain exceptions existed. The point of the
example is that exceptions aren’t a bad thing within a security posture. Business justifications
can ultimately provide evidence for atypical configurations, if the risk is understood and
accepted.
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Although it should go without saying, part of reducing your cyber security risk in Azure should
include a well-documented and routinely executed patching process for all virtual machines.
Collectively over the past several years, over 50% of companies that have acknowledged

a data breach can trace the entry point to a device that was exploited due to a missing
security patch. A third of these organizations had previously detected and were aware that the
vulnerability existed within their organization’s infrastructure. Due to the evolution of existing
technology and the emerging threats of tomorrow, organizations will always face the inevitable
gap that exists between when a vulnerability is discovered and when a security patch is
developed and released. As we shift toward always-on and always accessible data centers in
the cloud, we add an even more daunting workload to our administrators.

Traditionally, we deploy patches through the use of third-party vulnerability scanning and
patching solutions. While that is still a valid option to use within our tenant, this creates yet
another pane of glass to monitor and administer outside of Azure. We can leverage some of
the built-in features of Azure to patch our VMs through automation. There are four main ways
to deploy patches using Azure, with each option being unique to how much or how little your
Azure tenant and subscriptions have matured. All of the outlined in the following assume you
have an Automation account or will set one up inside of Azure, and there is always the option
to patch using the native update management software inside of the VM operating system.

Patching the VM Directly

The mechanisms by how you patch are just as important as why you patch and what
process you use to do it. For organizations that do not have a well-defined patching
process, you can start with guidance from another National Institute of Standards

and Technology (NIST) publication. NIST SP 800-40 Revision 3, a Guide to Enterprise
Patch Management, provides some insight around why you should patch, some of

the obstacles an organization needs to consider, and an overview of the different
technologies that make a successful patch management process. As outlined in Section
2 of NIST SP 800-40r3, “Patch management is required by various security compliance
frameworks, mandates, and other policies. For example, NIST SP 800-53 requires the
SI-2, Flaw Remediation security control, which includes installing security-relevant
software and firmware patches, testing patches before installing them, and incorporating
patches into the organization’s configuration management processes.
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Another example is the Payment Card Industry (PCI) Data Security Standard (DSS),
which requires that the latest patches be installed and sets a maximum timeframe
for installing the most critical patches.” Creating and maintaining an effective patch
management process going forward will be one of the key items in thwarting attacks and
ensuring a maximum amount of compliance in your environment.

You have the flexibility to use Update Management in Azure Automation to manage
the OS update for both Windows and Linux VMs. This extends to updates for on-
premises and other clouds. There are simple requirements like linking to a Log Analytics
workspace and the Automation account. The updates are accomplished with Desired
State Configuration (DSC) and Microsoft Update Catalog and Windows Server Update
Services (WSUS). Learn more about this feature at https://docs.microsoft.com/en-
us/azure/automation/update-management/update-mgmt-overview.

Patching systems often requires reboots, so one of the best practices for high
availability for IaaS is using multiple servers deployed in Azure in different update
domains and fault domains.

VM Security and Endpoint Protection

Virtual machines deployed in Azure are used to deploy many Infrastructure as a Service
(IaaS) workloads, compared to on-premises infrastructure deployments. The operating
systems include many different versions of Windows and Linux OS and include multiple
languages.

With the flexibility of a VM, the cost-per-minute usage reduces the physical hardware
resources to support the host systems. You can refocus some of the resources to enhance
the layers of security of servers including node protection, encryptions, and network
traffic security.

Endpoint protection is supported using a VM agent with Azure extensions to
communicate through Azure API commands to protect from malware and viruses. Many
of the vendors created easy deployment from ARM templates and through the Azure
portal deployment including

e Microsoft
e Symantec

¢ Trend Micro
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Virtual disk encryption is supported with the Azure Disk Encryption deployment of

BitLocker for Windows and dm-crypt for Linux OS and data disks. Azure Disk Encryption

is managed through an integration with your Azure Key Vault subscription.

Azure operations teams can take advantage of Azure Backup to protect the

applications running on the VMs.

Azure Site Recovery (ASR) is a cloud-native solution to support virtual machine

replication and failover of workloads. Other recovery solutions include Business

Continuity and Disaster Recovery (BCDR); ASR supports cloud to cloud and on-premises

to cloud disaster recovery strategy.

Compliance for VMs is supported through Azure Policy, Azure Blueprint

deployment, and Azure Security Center. Refer to Figure 3-3 for an overall view of the

composite view of security.
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There are options to click the Quick Fix to remediate to quickly improve the overall

security score and improve your security posture.
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Azure Blueprints are in the control of the Azure team to implement and adhere to
business standards with a combination of the following:

o Least-privileged access
e Policy deployment
¢ ARM templates

You can read more about the use of Azure Blueprints and support for compliance
standards at https://docs.microsoft.com/en-us/azure/governance/blueprints/
overview.

A few examples of Azure Blueprints, which include security control examples ready

for you to test and customize for your Azure deployment, include

e HIPAA and HITRUST

e IRS1075
e ISO 27001
o PCI-DSS

Azure [aaS supports the business life cycle deployment, and the same standard is
supported using Azure Blueprint deployments.

Database Security

Azure cloud is about choice, and when your business requires a database, the security

to store critical information is one of the top priorities. Benefits for Azure SQL Database
and Azure SQL Managed Instance are two options with security features. There are many
database options to choose in the Azure Marketplace, so let the guidance focus on two
from the Azure SQL Server family.

A SQL Server database is referred to as a single database. It can also be used in
different Azure deployment methods. Azure SQL Managed Instance is a separate
product, not just a deployment option of the SQL Server database. Refer to Figure 3-4 to
view the different deployment options of a database to help decide the security required
for the business.

97


https://docs.microsoft.com/en-us/azure/governance/blueprints/overview
https://docs.microsoft.com/en-us/azure/governance/blueprints/overview

CHAPTER 3  REDUCE CYBER SECURITY VULNERABILITIES: IAAS AND DATA

Home > SOL databases > Azure S0L

Select SQL deployment option
& Feedback

How do you plan to use the service?

@ 50L databases ﬁ SOL managed instances m 5QL virtual machines
Best for modem cloud applicstions. Hyperscale and Best for most migrations 1o the cloud. Lift-and-shift Best for migrations and applications requiring %~
serverless options are available. ready. level access. Lift-and-shift ready.
Resaurce type Resource type Image
Single database ~ | single instance w w

Figure 3-4. Azure SQL Database deployment options

Azure SQL Database can be automatically deployed as a single database with a
separate set of resources and separate managed server. The managed server is not
configurable other than selecting a purchase model, which you would do based on the
workload estimate. The single database can be enabled and created on a serverless
compute tier which is a purchasing model.

The security for the database is another layer of the overall security model. It is
the layer of security that helps maintain the private information for the business. The
security for the data applies to both Azure SQL data and Azure SQL Managed Instance.

IP firewall rules grant or deny access to the databases based on the IP address of
the source (similar to Network Security Groups). The source IP address can be from the
Internet (if allowed) or from Azure cloud. The firewall supports two levels of rules, the
database level and the server level.

If you have one database or many databases, the server-level firewall rules are
configured to maintain access control - up to 128 server-level IP firewall rules for each
server and not each database hosted on the server. The individual firewall rules, for this
management access, are stored in the master database.

If you have many databases, using the database-level IP firewall rules can be
configured and applied to manage different access for each database. The IP firewall
rules are stored in the individual database.

Advanced Data Security (ADS) is a package of security for the Azure SQL database,
Azure SQL Managed Instance, and Azure Synapse Analytics (which is not part of this
chapter). The automatic discovery and classification of data are supported in the Azure
services. This security feature is discussed in Chapter 7.
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Advanced Threat Protection, part of the ADS offering, can be applied to Azure SQL
Database to detect Incidents of Compromise (IOC) and anomalous activities that could
exploit data. This level of protection is used to identify

¢ SQLinjection

e Unusual location access

e Access from unfamiliar ID

o Harmful application

¢ Brute-force SQL credentials

You should consider a Proof of Concept (POC) to test the value of enabling the
Advanced Data Security for your business. Include in your measurement the savings
cost of the current database security that is not cloud native or not even Internet
access enabled.

DB Best Practices

You should use the database-level IP firewall rules whenever possible. Using this security
setting allows the database to be secure, and you can now migrate the database and
maintain the security rules. Security configuration is completed for each database if they
have the same access requirements or different access requirements.

You should consider using server-level IP firewall rules when many databases
required the same access rights. The configuration at this level minimized the
configuration needed.

Database dynamic data masking is a security feature for Azure SQL Database,
Managed Instance, and Synapse Analytics. Dynamic masking limits exposure of
potential sensitive data to nonprivileged users. This masking is applied at the application
layer (minimal impact on performance) and is policy based. Masking policies include

» SQL users excluded from masking
e Masking rules to apply
e Masking functions

The masking functions support control of data based on types such as credit card,
email, and custom fields.
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DB Authentication

The access of a user or an administrator to the database server and the database itself
can leverage Azure Active Directory (AAD) or SQL authentication. Azure supports a user
account name and password and can enable access based on the Azure roles the user is
authorized to access.

SQL authentication uses a username and password stored in the master database of
the SQL Server. The user is linked to the database to allow access. There is a difference
between a login and a user.

An individual account stored in the master database is classified as a login. The
credential is stored with the login information, and the user account can then linked to
one or more databases.

An individual user account can be in any database, not just the master database,
but does not have a requirement to be linked to a login. Because the user account is not
linked, the credential information is self-contained and stored in the user account in the
individual database. Refer to Figure 3-5 to view the two settings.

Home > Microsoft.530QLDatabase.newDatabaseMNewServer » customerdb (acloudbiz/customerdb)

!]! customerdb (acloudbiz/customerdb) | Properties

P Search (Ctrl+/) @ Connection strings

Show database connection strings
Settings

Server name
@ Configure

% Geo-Replication

& Connection strings

Location
#] Syncto other databases South Central US
@ Add Azure Search
= Server admin login
il eroperties
» senveradmin
B Locks
2 Ex port tamplate Active Directory admin
Integrations Not configured

Figure 3-5. SQL Server login and Active Directory admin view

You can leverage AAD authentication for cloud-only (AAD only) and hybrid
identities (sync with on-premises Active Directory). Developers can be allowed access
using Azure AD authentication if they connect from SQL Server Management Studio
with Multifactor Authentication enabled.
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Database Auditing

Auditing tracks access to and inside the database with events. These events are written
to the audit log that is stored in the Azure storage account and Log Analytics workspace.
The business need for SQL auditing support includes the need to retain events that
include access to and editing of the database and data access. This information can

be used for reporting for security and compliance and analysis reports for suspicious
events. Auditing can be managed by

e Server level
o Database level

Server-level auditing supports the security administration, but at the logical SQL
Server, management introduces some different challenges. The server can be in different
regions than the resource group for the auditing of the database.

Auditing the server can apply to current databases installed or newly created
databases on the servers with the policy applied. The server policies applied for auditing
always apply to the database. Enabled auditing on the database does not override
settings on the server auditing; refer to Figure 3-6.

& customerdb (acloudbiz/customerdb) | Auditing

50L database

£ search (Ctri+ ) | « -'__-_'-. X Discard /T' Viaw audit logs W reedback
% Geo-Replication Learn more - Getting Started Guide &
& connection strings If Blob Auditing is enabled on the sarver, it will always spply to the database, regardless of the
= database sattings.
(¥ Sync to other databases
A Add Azure Search Wiew server settings 4
Il Properties @ server-level Auditing: Enabled
Auditing ©
B Locks — b “
-«-» )
Export template : = =
Audit log destination (choose at lesst one):
Integrations E Storage

¥ Stream analytics (preview) Log Analytics (Preview)

Security
Log Analytics details o 5

@ Advanced data security Configure

Auditin
r 9 [: Event Hub (Preview)

Figure 3-6. SQL Database auditing for server level or database level

The auditing data can be saved to many different collection points: Log Analytics
workspace, event hubs, and storage containers. Audit logs in Azure Blob storage are written
to the Append Blobs, so creating an immutable log store is necessary for compliance support.
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Figure 3-7 shows the server-level auditing enabled. With server-level auditing
enabled (on), the audit applies to all the databases on that server.

Home > customerdb (acloudbiz/customerdb) >

= Auditing

Default settings for all databases on server

B save X Discs W Feedback
Auditing ©

YD/

- o )

Audit log destination (choose at least one):
[] storage

ﬂ Log Analytics (Preview)

Log Analytics details

corp-log-analytics-sql

:l Event Hub (Preview)

Figure 3-7. Default auditing settings for all databases on the server

Note The best practice is to enable auditing for one level (server or database) but
not both.

Storage Accounts

One of the most significant services to use is the Azure storage account. This service
provides the flexibility needed to store data that has different properties and uses - in
addition to storage for objects like

e Blobs (binary large objects)

o Files
¢ Queues
e Tables

Storage accounts are also used to store virtual disks for virtual machines. Access to
storage is available from inside your Azure subscription and can be configured to allow
Internet access. Access can be over HTTP or forced to HTTPS only, and there are many
uses for massively scalable storage. Creating a storage account (refer to Figure 3-8) has
some considerations to choose the best option for the data to be stored.
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Instance details

The default deployment model is Resource Manager, which supports the latest Azure features. You may choose to deploy using

the classic deployment model instead. Choose classic deployment mode!

- 1
Storage account name * (D | devstorageacct007 4
Lecation * [ (US) South Central US hadl |
Performance (0 (®) Standard O Premium
Account kind OO StorageV2 (general purpose v2) ~

=i StorageV2 (general purpose v2)
Replication (
Storage (general purpose vi)

Blob access tier (default) O .
ElobStorage

Figure 3-8. Azure storage account view of vl and v2 options

There are additional considerations, like features supported by selecting the general-
purpose v2 accounts for basic storage needs or general-purpose vl which may need to
be updated in the future. This discussion is needed for logging differences between the
major objects.

Azure storage automatically encrypts data in the storage account using AES 256-
bit encryption. The encryption is applied at the data storage level of the Azure storage
service. All data written into the Azure storage account is encrypted and decrypted, and
the process is transparent to the end user. No changes are needed to applications; this is
just security by design.

Diagnostic logging is affected by the version selected during the creation. Often,
the types of stored items are decision-making rules, and the different alerting and
diagnostics should be considered from the Azure Security operations team. Service
operations for logging support include the following:

e Blob storage supports vl and v2.
o File storage supports v1.
o Table storage supports v1.

e Queue storage supports vl and v2.

Note Please review the details of Azure storage accounts at https://docs.
microsoft.com/en-us/azure/storage/common/storage-account-
overview?toc=/azure/storage/blobs/toc.json.
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Data protection is available to leverage the Azure Resource Manager (ARM) features
for security enhancements. Refer to Figure 3-9 for a visual representation of security
features that also support disaster recovery issues.

Basics  Metworking  Data protection  Advanced  Tags  Review + create

-time restore 1o restore one or more containers to an earlier state. If point-in-time restore is enabled, then
versioning, change feed, and blob soft delete must also be enabled. Learn more

bled - Versioning, Change feed,

@ The current subscription needs to have the following features
RestoreBlobRanges

Turn on soft delete for blobs
Soft delete enables you to recaver blobs that were previously marked for deletion, including blobs that were ovenwritten.

Learn more ©

Keep deleted blobs for (in days) © | 7

Tur ft delete for o

Soft delate enables you to recover containars that were previously marked for deletion. Learn more

@ Sign up is currently required to utilize the Container soft delete feature on a per-subscription basis.
Learn more about container soft delete o

Turn on seft delete for file shares

Soft delete enables you to recover file shares that were previously marked for deletion. Learn more o

Keep deleted file shares for (in days) O [7 |

Figure 3-9. Storage account data protection view

You can enable features like soft delete for
e Blobs
o Containers
o File shares

Notice also you can turn on point-in-time restoration features for one or more
containers. However, you do have prerequisites before this feature can be enabled. In the
wizard, the length of time can be kept at default, 7 days. However, the options are from
1 day to 365 days retention. One final feature is to enable tracking for the versioning of
Blob storage; refer to Figure 3-10. You may have requirements for compliance or insider
threats that force this option.

Tracking

Turn on versioning
Use versioning to automatically maintain previous versions of your blobs for recovery and restoration. Leam more &

on blob change feed

Keep track of create, medification, and delete changes to blobs in your account. Leam more

Figure 3-10. Tracking and versioning to enable recovery points
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Creating the storage account includes features to protect the data in transit and also
allow you to set the minimum security level for the TLS transport. Refer to Figure 3-11.

Basics  Metworking  Data protection  Advanced Tags  Review + create

Security

Secure transfer required O O Disabled @ Enabled

Allow Blob public access (O O Disabled (®) Enabled

Minimum TLS version | Version 1.2 i

sis. Sign up for infrastructure encryption &

Figure 3-11. Security feature view for the TLS version

The secure transfer option uses HTTPS only and rejects any REST API calls that
attempt to use HTTP. Forcing the Transport Layer Security (TLS) version can also be
achieved using Azure Policy deployment.

Notice the option to first register to use the infrastructure encryption, and it may take
several months for access to be approved in limited Azure regions. This security feature
supports encryption at the infrastructure level, in addition to the data at the service level.

Authorizing access to Azure storage is easily accomplished using Azure Active
Directory and can be logged for review and alerting in Azure Monitor, Security Center,
and Azure Sentinel. Each of these configurations is included in Part 2 of this publication.

You should also be aware that access to Azure storage can be achieved by allowing
access from the Internet using shared access keys or through a shared access signature,
which you will learn next.

Shared Access Signatures

Storage services can optionally be available for public access using shared access
signatures (SAS). The most granular access support is with the integration of Azure
Active Directory. However, often, partners require access to data shared between the two
companies, and access using permissions and a shared key is useful.

Note The Azure policy can be used to force public IP address for Azure storage to
be audited; The options include: TLS, HTTPS, and disabled.
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The way the shared access signature works is by using a signed Uniform Resource
Identifier (URI) to connect to the service. The token includes the resource allowed
access, and the signature is signed with the key that was used to create the SAS. Shared
access signatures (SAS) are supported on Azure storage blobs, files, queues, and tables.
The use of SAS as an access method is often implemented for general-purpose access on
the storage account and also the following contexts:

e User delegation SAS
e Service SAS
e Account SAS
The shared access signature is supported with two permission types:
e Adhoc SAS
o Service SAS with stored access policy

The ad hoc created supports both start and end times, and the permissions are included
in the SAS Uniform Resource Identifier (URI). The account stored access policy can be used to
manage access to one or more services that are shared. There are two parts, and together they
make up the shared access signature, URI, and SAS token; refer to Figure 3-12 for settings.

devstorageacct007 | Shared access signature

Sicrage aico

|« Lammen

Allowed jervices

B oeee B B oo B now

cass consral (LAM)
Allowed reiurce types )

:: O sarvice B Conuiner [ Otian

sprate and 1olve protlemy

23 anafes &
uuuuuu

seage Exploner (reiew)

B raths celetion of varsizes

Start and gupiry datguime O

san [ corezoa =B

o-rapiatien g [ oavosaoze B[ 3053 am

18 | (WTC-04e00) Central Tirra (WS & Canads)

erypnien

ared 3ccass signature Allowed protocels O

®) HTTRS g HTTPS and HTTP

wwalls 3nd vimual netweria ® » O

vate sndpaeT conngeTiong Preferred routing tier ()
(®) Basic f2etau) u

0 Soma routing options are disabled because the endpeinis are not published.

eanced sesutity

Vg whbgite

Signing key ()
[ |

spartier

Figure 3-12. Shared access signature services, permissions, expire times
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Key Management

In this example, once the Generate SAS connection string option is selected, the SAS key
is generated, as shown in Figure 3-13.

SAS token ()

Tsv=2019-12-125ss =bfqtisn=chsp=rwdlacupx&se=2020-09-05T06:30:532 st =2020-09-04T22:30:5 3Z Rspr=httpsSsig=yd W7 8liBSyA 2ealzBQIS6QYzToWIrtiKiPhFfu Dic3D

Figure 3-13. Shared access signature generated SAS token

You can gain a closer insight by reviewing the simple but real SAS displayed in
Listing 3-1.

Listing 3-1. Begin and end access time with the signature key

?sv=2019-12-12&ss=bfqt&srt=c&sp=rudlacupx&se=2020-09-05T06:30:53Z&st=2020-
09-04T22:30:5328&spr=

https&sig=ydil791iB9yA2ealzB0QjS60YzTphvlrtiKiPhFf1JuDk%3D

Note If a SAS is lost, saved with code in the GitHub repository, it can be used by
anyone who obtains it, which can compromise your storage account.

The SAS token is generated on the client side and shared with client applications that
need access to the Azure storage. When you configure Azure, the application provides
the SAS URI directly to Azure Storage.

The Azure file service connection without encryption fails, and this includes SMB 2.1
and SMB 3.0 that are not using encryption. This is true for both Windows and Linux SMB
client connections.

Best security practices include

o C(Create a revocation plan
e Use short-lived SAS times
o Force clients to renew SAS

e Always enable HTTPS
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As you review the topics one more time, you begin to realize that as Azure services
are deployed, there are many opportunities to deploy them inconsistently and
insecurely. Always use the Infrastructure as Code deployment to maintain versioning
and battle-tested configurations and improve your security posture.

Summary

There are important topics in this chapter. You learned about the value of the
Infrastructure as Code day 1 deployment, using a consistent known deployment model,
and configuration versions that can be supported. Then you learned about the way to
harden a virtual machine and keep the VM patched. In addition, the support for security
with endpoint management for Azure was shared.

Then you learned about securing the Azure Database and database services using
firewalls and auditing features. Finally, you learned about the Azure Storage container
security using both Azure Active Directory and shared access keys.
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PART Il

Azure Cloud
Security Operations

In Part 2, the focus is clearly on identifying the vulnerabilities from a red team
perspective (aka black hat) and how the blue team (white hat) could defend from the
attack. The topics for cloud security are in alignment but, the “red team” goal is to help
train the blue teams defense on specific cloud targets. During the chapters in Part 2, the
reader is guided through many attack matrices from https://attack.mitre.org/ and
C2 Matrix examples of attackers and their attack techniques.

Guidance on using the Azure cloud-native services like Azure Security Center, Azure
Sentinel, and the value of Azure policies is included. Additional sidebars are used to
identify how your cloud network, and hybrid network design, is a target to attackers.
Where in the past, network hardware was on-premises. In the case of Azure, software
defined network appliances with discussions on security best practices to defend against
known and unknown vulnerablities.


https://attack.mitre.org/

CHAPTER 4

Configure Azure
Monitoring for
Blue Team Hunting

This chapter provides guidance about what data is available through Azure services,
how to configure usage of this data, and how to enable performance and security
alerting. The use of Azure cloud-native services for data analysis begins in this chapter
and extends through other chapters into Azure Security Center and Azure Sentinel.
Your focus is security analytics, so you need to understand the difference between logs
and metrics from the Azure resources and what the resource costs are to consume the
information and create actionable security data.

This chapter begins to answer your question by connecting the individual Azure
services to best configure the data for reporting and later cyber security proactive
monitoring. Also, this chapter begins Part 2 of the journey, and includes the next three
chapters, to directly support the blue team cyber security hunters. As a cyber security
defender, you fall into the “blue team” group of professionals that are held accountable
for analysis supporting Azure network, Azure applications, and data integrity. You may
or may not be a member of the Security Operations Center (SOC), but part of your work
is to identify security flaws and validate security controls. Threat hunting falls squarely
in the blue team skill set. You actively search Azure for intruders and proactively review
Azure metrics and logs for Incidents of Compromise (IOC), using digital forensics to
improve detection.

As a blue team security hunter, you need to extend your skills to the Azure cloud;
you need to understand what data sources are available, what each specific Azure data
feed provides, and how to leverage that information to find outliers, anomalies, and
Incidents of Compromise. Using the information from all chapters in Part 2 provides
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a foundation to support Microsoft Azure Sentinel. Azure Sentinel is a cloud-native
Security Information and Event Management (SIEM) solution. Sentinel consolidates all
data points from Azure metrics, logs, and diagnostics collected from the Azure platform
and the applications for your business into a security orchestration service. You can
use Azure Monitoring from the individual Azure resource like a VM; however, Sentinel
correlates security events across all the different log sources and can ingest different
Microsoft cloud security services, Advanced Threat Protection (ATP), and on-premises
products. Azure Sentinel is covered in more detail in Chapter 5.

In this chapter, your cyber threat skills expand into the Azure platform, and you will
learn to leverage resources including

e Azure data platform

e Logs and sources

e Metrics and sources

e Azure Monitor and Log Analytics enablement
e Guest OS metrics and logs

e Azure Analytics

Some Azure customers find the documents for Azure Monitor and Log Analytics
confusing; the documents to use and deploy the services are similar but not the same.
Not to oversimplify the powerful Azure Monitor service but the relationship can be
visualized this way. Log Analytics is a component service within the Azure Monitor
solution. Similarly, as another example, Microsoft System Center is the overall solution;
System Center Operations Manager is a component of System Center.

Azure Monitor is the current service to receive, store, and display Azure data. The
consolidation supports a more consistent approach to collect metrics in a single view
for both Azure IaaS and PaaS deployments. Azure Monitor Log data is stored in a Log
Analytics workspace. The Log Analytics service supports editing and executing queries
to analyze the log data. The actual work of the queries is the “Analytics” just like the
work of the Azure Application Insights service, which are both components of Azure
Monitor. There may be a little confusion because the term Log Analytics has changed to
Azure Monitor Logs. This was done to support a consistency with metrics identification
consumed by the Azure Monitor service.
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Before the adoption of cloud services, data was collected from hardware, operating
systems (OS), and software applications. Information included servers, desktops,
laptops, and mobile devices. Subject-matter experts (SME) knew the exact data center
rack of servers that provided detail log information for the identity platform, application
health, and encrypted file storage. When you move applications into the Azure public
cloud, you need to learn new methods to validate applications are performing as
expected and be alerted if an admin change made your data vulnerable to attacks. The
integrity and availability of applications and the Azure data platform are identified using
Azure logs and metrics.

Azure Data Platform

Identity and business applications run 24/7, and so does the need to analyze issues
faster and create alerts that are actionable for the Security Operations Center (SOC)
teams. Logging of hardware-specific data and the hypervisor information and alerts are
managed by Microsoft, and everything else is up to the Azure subscription owner.

To better understand how the data is categorized in the data platform, which is
included as part of your Azure services, you need to learn where data is collected and
how it is aggregated. The more challenging requirement of the security team is the
understanding of where, inside Azure, does data streams come from. More importantly,
you need to know the costs associated with analyzing and storing the data. The virtual
machine in the cloud still has a financial cost when running; the VM has virtual CPU,
memory, network, and data storage requirements, just like a VM running in your
on-premises data center. Other on-premises monitoring includes applications for
application analysis, visualization of user connections, dashboard views, log monitoring,
and security alerting.

There are two major categories of data described from the Azure Monitor

data platform:
e Logs
e Metrics

These two types are used as labels or descriptors for the types of information that are
collected and aggregated from a variety of sources inside Azure. Both logs and metrics
are collected for utilization through Azure Monitor. Refer to Table 4-1 to review a few
characteristic differences between logs and metrics.
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Table 4-1. Characteristics to identify metric data and log data

Logs Metrics Characteristic

Numeric and text Numeric Data type

Service workload driven Regular intervals Collection times

Log Analytics/Monitor Metrics Explorer Where to review in Azure portal

As your cloud network team members add more VNets and IP subnets, traffic
flow needs to be measured and alerted as the cloud network expands. When projects
are created to include virtual machines and applications, the insight for server and
application health should be analyzed, and alerts need to be enabled. To put workflow
into perspective, networking uses VNets, and Azure compute includes VMs. The VMs
run on a host but depend on an operating system (OS) so they are the guest OS metrics
and logs. Applications installed on the guest OS may be SQL applications or custom
applications. The VM, OS, and applications are all different and provide different forms
of metrics and logs that dictate what type of data is created and how it can be used to
alert. Now you need to consider the maturity of application services in the cloud. Please
review the information in Figure 4-1 for a visual representation of the Azure Monitor
services; this diagram is used to demonstrate information aggregation as part of the
Azure data platform.
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Figure 4-1. Azure data platform visual representation

If you expand this topic for Azure compute, the information provided includes Azure
Kubernetes Services (AKS), Azure Spring Cloud, and Azure Functions. More service
metrics and logs are added for analysis. These are compute services that are requested
using the Azure portal journey to collect input and make the services available. As
the Azure architect or operations team, you did not build the VMs, networks, and
applications for any of these services. However, the Security Operations Center (SOC)
is still required to monitor and secure the services. When any of the services are not
performing optimally or unauthorized data access is being attempted, alerts are required
to inform those responsible. Now you are provided with some of the best methods to
leverage Azure Monitor.

Note Azure Function is marketed as a serverless service which means the
service runs on a VM core that you do not manage but that VM writes log and
metric data in Azure you must use.
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You have learned that the Azure platform sends logs and metrics to Azure Analytics
workspaces (one or more) and archives storage and Azure Event Hubs. Now you
continue to gain insight into the platform logs, metrics, and their sources of data.

Azure Logs

Azure Monitor is the updated cloud-native service and has the advantage of being

the single cloud solution that your Azure operations team can utilize for analysis and
alerting on the correlated data derived from the many cloud data sources. Data that

are classified in Azure as logs are numerical or text (or both) with information like a
timestamp and label. You may read online documentation that refers to diagnostic logs,
but the name has changed to resource logs. However, there may still be a little confusion
because the configuration label is “Diagnostic Settings” in Azure, which is used to enable
the collection of resource logs.

Most operational data are stored to a resource log and can be used by Azure Monitor
to perform data analysis. As a single example of the complexity of log data, let us review
platform logs. Logs in Azure Monitor are stored in a Log Analytics workspace, and data
is written in a time that matches the system load. A busy workload with many clients
connected or reports being created generates more volume of data, a large log data
amount for storage in the workspace. Please review the information in Table 4-2 to gain a
better understanding of the Azure Monitor Log sources.

Table 4-2. Major sources for Azure Monitor Logs

Source Data Description (Log Analytics)
Tenant and subscription Azure Active Directory Integrated AAD logs with Azure
audit logs, diagnostics, Monitor for each directory
management groups, and
subscriptions
Activity logs Install Activity Log Analytics, to be
written automatically in a native store
(continued)
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Source

Data

Description (Log Analytics)

Azure resources (cloud only)

Virtual machines

Applications

Resource diagnostics
including resource logs

Monitoring solutions

Metrics (logs)

Azure Table storage

Agent data

Monitoring solutions

System Center Operations
Manager (SCOMS)

Requests and exceptions

Usage and performance

Trace data
Availability test

Configure diagnostic settings for data
diagnostics to be written

Writes data collected to a workspace

Platform metrics for Azure Monitor,
can connect to Azure Sentinel

Azure storage resources (Blob)

Linux and Windows 0S (with Azure
agent installed), events, performance
data, and logs

Various solutions data writes to log
collection

Connect Ops Manager Management
Group to Azure Monitor

Requests, page views, exceptions

Requests, browserTimings,
performanceCounters

Distributed tracing tables

Summary data of availabilityResults
table

A cloud operations team member can create a diagnostic setting to allow platform

logs and metrics to different locations; please review the note.

Note

The security team should be aware that each Azure resource can support

a separate diagnostic setting, one per Azure service, and each Azure service has
different destination log options.
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Azure Metrics

Data that is classified in Azure as metrics will always be a numerical value. All metric
data is collected at a point in time and includes needed information including a
timestamp, name, and other identifications. Metrics are most effective for correlating
and trending data over a span of time and used to create a baseline. Metrics are critical
for quick alerting on issues detected as a deviation of the baseline or an anomaly
when compared to that baseline. You should become familiar with the level tiering
classification of data and metrics; please refer to Table 4-3 for the Azure data tier
classification.

Table 4-3. Sources of Azure Monitor metrics

Source Data Description (Log Analytics)

Platform metrics Azure resources for health and Distinct metric set per resource
performance: every 60 seconds (autoconfiguration for VM host)

Guest 0S metrics VM OS: Windows/Linux VM metrics must be enabled by VM

agent extension: Windows Diagnostics
Extension (WAD)/InfluxData Telegraf
Agent (Linux)

Application metrics  Enable Application Insights for data Detects application performance, issues,
and trending usage including server
response time and browser exceptions

Custom metrics Enabled in custom applications Custom metric APl usage
(Application Insights custom data)  (autoconfiguration)

Metric retention resources are stored for 93 days for the majority of sources but
not all metric sources. That is true for guest OS metrics created when you enable them
for Azure Resource Manager (ARM) Windows OS and Linux OS VMs, so their monitor
metrics are in this 93-day timeline. Diagnostic data is collected in Azure Storage divided
in tables and blobs through a “data sync” process. If data is needed for a longer timeline
because of regulatory compliance, additional data sync processes are needed to move
the necessary metrics.
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Log Analytics agents collect some of the guest OS metrics, like performance
counters, and send them to a Log Analytics workspace for only 31 days. You can
extend the time to 2 years, but beyond that timeline, you need to create a long-term
storage option using automation scripts that move metrics into the Azure Blob storage.
Application Insights’ log-based metrics for event logs are stored for 90 days.

Next, you learn to use Azure Monitor as a single view to correlate all the individual
service availability and performance data. As you enable an Azure service, the Monitor
is automatically enabled to provide views of data analysis using both metrics and logs
specific to the service you just enabled. The Azure data foundation is the workflow
for logs, metrics, and their data sources that are collected. A service can write to a Log
Analytics workspace (logs) or a metrics database. Depending on the Azure service, the
Monitor writes to both logs and a metrics database.

Azure Monitor and Log Analytics Enablement

You have learned, in this chapter so far, that Azure Monitor collects data from platforms
and services. Data included is stored in a metrics database, and the data is numerically
sampled and includes a time series attribute. If we use a virtual machine as an example,
the data stored can be divided into four major categories: virtual CPU, memory
allocation, disk utilization, and network traffic. Log data is event information as events
that have an activity to a subscription, platform data enablement, and resource-level
information for services residing inside the Azure resource group.

As you create Azure resources, you enable either metrics or logs depending on the
type of Azure service used. There are two methods to review the type of data from inside
the resource:

e Monitor (Log Analytics)
e Monitor Metrics

It is important to monitor the environment of the hosted applications with Log
Analytics and use Application Insights to also monitor the applications. The data
collected and saved by using Azure Monitor (includes logs and metrics) are stored based
on the types of data as discussed earlier.
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When the Azure subscription is created, there is no configuration required and no
cost for Azure Active Directory logs. It provides tenant-level activity history of a user’s
sign-in. The management group activity is automatically written to the activity log. Logs
are updated when you create resources or modify the Azure resource. The overview page
shows the automatically collected platform metrics.

All individual log resources created by the separate Azure Services used in the Azure
portal can be consolidated into a single Log Analytics workspace. This log repository
collects data from guest operating systems, Azure Monitor insights, and all the logs that
Azure automatically enables logging. Creating the workspace does have a cost for the
individual data collected for data ingestion and retention for analysis.

Note The only prerequisite is to search the Azure regions for availability to
support the Log Analytics workspace.

CREATE AZURE LOG ANALYTICS WORKSPACE

1. From the Azure portal, click all services and search for Log Analytics
workspaces. Click the service to load the landing page. Click the + Add button
to create a new Analytics workspace.

Home >

P Iyti rkspace i
| 2.t woed Log Analytics workspaces »

. jacobslabs (Default Directory)

Services
1

e iy Py S i
5@ Log Analytics workspaces Add -} Recover r} Manage view O Refresh

B Activity log

Filter by name... Subscription == (all) Res
@ Azure Synapse Anzlytics (workspaces preview)
@ Workspaces Showing 0 to 0 of 0 records.
& Logic Apps Name T

2. Enter the name for your Log Analytics workspace, in the example,
CorpAnalyticsWorkspace1.
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3. Select the Azure subscription and create a new resource group to maintain the
life cycle of all the logs and metrics to be collected.

Home > Log Analytics workspaces >

Create Log Analytics workspace

Basics  Pricing tier Tags  Review + Create

@ 2 Log Analytics warkspace is the basic management unit of Azure Monitor Logs. There are specific considerations you
should take when creating a new Log Analytics workspace. Learn more

with Azure Menitor Logs you can easily store, retain, and query data collected from your monitered resources in Azure
and other environments for valuable insights. A Log Analytics workspace is the legical storage unit where your log data is
collected and stored.

Project details

Select the subseription to manage deployed resources and costs. Use resource groups like folders to organize and
manage all your resources.

Subscription ™ () | Azure subscription 1 ' |
Resource group * (O | (New) corp-analyitcs-rg ~ |
Create new

Instance details

Name * (&) | CorpAnalyticsWorkspacel ]
Region ™ (i) | East US ~ |
Review + Create Previous Next : Pricing tier =

4. Enter the location to store the workspace and click Review and Create. The
pricing tier is preset to pay-as-you-go, so this example does not reflect changes
or entering a tag for business purposes.

The Log Analytics workspace is created in a few moments.

Now that you have configured your Analytics workspace, the configuration settings
for all diagnostics can be configured. This next exercise enables the diagnostic settings to
enable both log and metric details.

Azure platform metrics are automatically sent to the Azure Monitor metrics.
However, the diagnostic settings for certain Azure services with logs need to be enabled
at each resource log diagnostic menu. The next exercise walks you through configuring
Azure Monitor Logs for analysis with other monitoring data using log queries for
platform and resource discovery.
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ENABLE PLATFORM LOG STORAGE IN LOG ANALYTICS WORKSPACE

1. Open the Azure portal; from the search menu, type monitor and press enter.
Click the Monitor icon.

[ 2 moniter|

Services
)

T £

 Monitor

T_ Azure Monitor Private Link Scopes
& Azure Monitors for SAP Solutions
@ cost Management + Billing
Resources

3 Mo results were found.

2. The Monitor landing page opens. Scroll down the menu items on the left side,
select Activity log, and select the Diagnostics settings gear icon.

Home
Monitor | Activity log  #
Microsoft
earch (Ctrl=/) | « W Activity | =2 Editcolumns () Refresh 5 Diagnostics settings & Download as CSV 1D Logs
B Overview 5 Search 5 Quick Insghts
B Activity leg e
Subscription : Azure subscription 1 Event severity : All Timespan : Last 6 hours w7 Add
N Alerts
s 32 items.
a4 Metrics
Operation name Status Time Time
@ Logs
> @ Create or Update Virtual Machine Extension Succeeded 3 minutesa.. Thud
T Service Haalth
> @ Create or Update Virtual Machine Extension Succeeded Iminutesa.. Thud
@l Workbooks
@ Health Event Updated Updated  Sminutesa.. Thu?t

3. The Diagnostics settings landing page is displayed. Click the + Add diagnostic
setting to begin selecting the logs and metrics.
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Home > Monitor | Activity log >

Diagnostics settings  #

() Refresh (2 Provide feedback

Subscription * @

| Azure subscription 1

Diagnostic settings are used to configure straaming export of platform logs and matrics for a subscription to the destination of your«
diagnostics settings

Diagnastics settings

Name Storage account Event hub
No diagnostic settings defined
i Add diagnostic satting

Click "Add Diagnostic setting’ above to configure the collection of the following data:

Administrative
Security
ServiceHealth
Alert
Recommendation
Policy

Autoscale
ResourceHealth

* s s e e oe e

4. Select the logs to collect by choosing from the list under the category details. In
this example, all logs are selected. You should enable the option to send to Log
Analytics; this is the workspace you created in the earlier exercise.

Home > Log Analytics workspaces » CeorpAnalyticsWorkspacel | Activity log > Diagnostics settings »

Diagnostics setting

save X Discard [8 Delete © Provide feedback

A diagnostic setting specifies a list of categories of platform logs and/or metrics that you want to collect from a subscription, and one or
more destinations that you would stream them to. Normal usage charges for the destination will occur, Learn more about the different log
categories and contents of those logs

Diagnostic setting name * Audit o
Category details Destination details
log n Send to Log Analytics
B 2dministrative Subscription
[ Azure subscription 1 R ]
ﬂ Security
Log Analytics workspace
8 seniceresith [ corpanaiyticsworkspace1 (eastus) ol
B et [ Archive to a storage account
B3 Recommendation [ stream to an event hub
B eolicy
u Autoscale

H ResourceHealth
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5. Click the Save icon at the top left to update the diagnostics configuration
settings in this step.

There are additional options to archive to a storage account and stream to an event
hub. You can select the Archive to storage account option to retain the data from 1
to 365 days.

6. To connect the data source of Azure Activity Logs to the workspace, scroll down
from the Log Analytics workspace menu to the Workspace Data Sources menu,
and select the Azure Activity log.

Home > Log Analytics workspaces »

, =M CorpAnalyticsWorkspacel | Azure Activity log

Log Analytics workspace

|/"J Search (Ctrl+/) | «

0 Collecting Activity Logs through Diagnostics Settings is the recommended way to integrate with Log Analytics. Read more =

-

B view Designer

Subscription Log Analytics Connection
B workbooks | Azure subscription 1 || 2 selected
@ Logs [P Filter...
@ solutions Subscription Log Analytics Connection
HY Pricing tier Azure subscription 1 @ Not connected

© uUsage and estimated costs
HY properties

%3 Service Map

Workspace Data Sources

B virtual machines

E storage accounts logs

#  System Center

W Azure Activity log

[} scope Configurations (Preview)
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7. Click the Not connected text to display the status and click Connect from the
upper-left menu. In just a few seconds, the Status should change to Connected.

Home > Log Analytics workspaces > CorpAnalyticsWorkspace1 | Azure Activity log

Azure subscription 1

Azure Activity log

~N
& connect ¢ sconnect () Refresh

Status

Mot connected

Subscription Name

Azure subscription 1

Subscription ID

cb34382d-65d0-46e0-b9E-00042c650069

Message

Activity log is disconnected

If you archive to a storage account, review the length of days that was discussed earlier in this
chapter. The option to stream to an event hub could be used for analysis outside of Azure.

Note You can send the activity logs from a subscription to up to five Azure
workspaces to support your monitoring requirements. However, to collect logs
across different Azure tenants requires the deployment of Azure Lighthouse.

Log Analytics Workspace Security Strategy

The Log Analytics workspace used in production requires considerations for effective
and efficient long-term deployment. The workspace is an Azure resource that collects
data in an Azure storage container. You are not limited to a single workspace; there are
many administrative guidelines to support your deployment decision. The type of data
from the Azure resources can be selected based on the deployment model, centralized,
decentralized, and hybrid. Figure 4-2 provides a visual representation of a decentralized

workspace deployment model.
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Teams RBAC Azure Monitor Log Access

Central IT

Subscription
Central IT
Central IT _ Admin
Group

Central IT
Managed
Subscription

Application App Team TEAM Only
Teams Group

Figure 4-2. Decentralized deployment of an Analytics workspace model

Planning the Log Analytics agent deployment allows flexibility for the Windows
agent to report to one or more workspaces. This allows different security access for
different analytics teams. The agent supports writing to a maximum of four Analytics
workspaces because the agent can be multihomed on the Windows OS, but the Linux
agent can only report to one Analytics workspace.

Provision of a workspace should include the following areas:

e Azureregion

e Security boundary

e Price-based retention
o Data capping

Azure Region: To deploy a centralized model, the configuration would require an
Analytics Workspace deployed in the same region your Azure subscription services are
deployed. Regional deployment of cloud resources should be influenced by business
decisions such as compliance and data sovereignty. You should choose an Analytics
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workspace in the same region to avoid outbound data transfer charges supporting

log data in separate regions as the Azure business services. A centralized team model
supports secure access for the management and correlation of logs. The centralized
organization of data is ideal for companies with a great quantity of metrics and log data.

Decentralized model allows different teams to manage access based on a resource
group or specific log data workload. The Analytics workspace security generally follows
the team access to the resource group. There might be delays when a cross-correlation
of logs is needed to provide a wider view for more meaningful analysis. If security is the
business driver, this decentralized model allows granular access control of the data.

A more complex multiregional (Azure regions) and multiresource group deployment
is considered a hybrid model deployment of the Analytics workspace. You may have
this model if your company has acquired companies, and their Azure subscriptions are
moved to a single Azure Tenant model.

Security Boundary: Azure Active Directory supports the granular role-based
security control known as Role-Based Access Control (RBAC). As a security blue team
member, you want to follow the least-privileged access control for team members to
require the data. The security boundaries refer to how users and groups access the Azure
Analytics workspace and are supported by two different access control modes:

e Workspace context
¢ Resource context

Workspace context: This security context supports users that have permission to all
the logs in the workspace including queries to all tables in the workspace. The access
mode is scoped to the workspace for all logs selected from the Azure Monitor menu.
Users access context from the Azure Monitor menu or the Log Analytics workspace.

Resource context: This is a very granular security context in supporting access to
the workspace for a “selected” set of logs chosen, not from the Azure Monitor menu but
the individual Azure resource log menu. Users access this context view from the Azure
resource menu and with correct RBAC settings can access the limited resource data from
Azure Monitor or the Log Analytics workspace.

Note The Azure resource context allows query only from logs they are explicitly
granted access and cannot query logs from resources they have no access.
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Permissions are applied based on how the user accesses the workspace. To apply
the permissions to using the workspace, follow the guidance from https://docs.
microsoft.com/en-us/azure/azure-monitor/platform/manage-access#manage-
access-using-workspace-permissions. If your model is to have granular RBAC control,
then you need to allow permissions based on the Azure resource; please follow the
guidance from https://docs.microsoft.com/en-us/azure/azure-monitor/platform/
manage-access#manage-access-using-azure-permissions.

One final reminder that workspace permissions do allow granular access through
Azure RBAC, so users with granted access at the workspace context have access to all the
data in the workspace. Resource permissions follow the Azure “resource-context” mode
to provide access to view logs only in resources you have access.

Price-Based Retention: The cost of data retention understanding begins at day 31.
The total cost includes cost of data collected from each Azure Service log connected
(some are low cost or no cost) and includes a small data ingested charge by the service
plus the retention days beyond 31. You should be aware that one VM can minimize the
monthly data ingestion to 1 GB if you limit the logs and metrics collected. That same VM
can ingest 3 GB of data and metrics if all information is collected. There are options to
save the cost of log and metric data storage by reserving a fixed capacity limit.

You can gain a greater perspective of the total cost of Log Analytics by going to your
workspace and selecting the usage estimates as shown in Figure 4-3.
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(o CorpAnalyticsWorkspacel | Usage and estimated costs

= Overviaw

@ aciviyieg

B Access conzrol (1AM)

® g

&P Disgnose and soive protlems

Settings

B Loss

Bl Bpor mmzlate

# Aptnm management

£ agvanced semings

General

&b Quick Start

N Werkapate sumemary
View Daslgnae

-
H Werkbools
&
+

ng tiar

@ Usage and extirared cosns

Workspace Data Sources

B virmual machines

O Usagecensits 7 Daitycsp 77 Data Retention [ Help

Your Log Anslytics cost depends on your choics of e, dat 2 and which solutions sre used, Wt you
€31 388 e ernmated mee o your last 31-diys of Log Analytics

Pricing Tiers

w Pay-as-you-go |
Per GB

~ 100 GB/day Capacity Reservation
15% discount over Pay-35-you-go

prizing There
or 50 day incluged ret

Estimated costs
Item type Price "'“";"""""‘ (st 31 o emated monthily cost
100 GE/day Capacity Reservation & $6.076.00
5000
retention (Bayond 31 diy) 000
$6.076.00

~ 200 GB/day Capacity Reservation
20% discount over Pay-as-you-go

300 GB/day Capacity Reservation
22% discount over Pay-35-you-go

.+ 400 GB/day Capacity Reservation
253% discount over Pay-a5-you-g0

~ 500 GB/day and above Capacity Reservation
25% discount over Pay-as-you-go

Figure 4-3. Log Analytics pricing tiers and capacity reservations

You need to have at least 31 days to collect information before the usage charts are
populated with data. Once your data is ingested, you can select the query to evaluate the
amount of data on a daily consumption rate to consider capping data.

Data Capping: This is an extreme cost measure used to place a hard cap on the daily
collection. The use of this option does introduce some latency as the cap is approached.
To set a daily cap, select the Log Analytics workspace, and select the Usage and
estimated costs menu under the general section. Now select the Daily cap option at the
top of the Usage and estimated costs pane as shown in Figure 4-4.
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Daily cap X
® CorpAnalyticsWorkspace1 | Usage and estimated costs
Log Analytics workspace You can control your costs by applying a cap 1o the amount of data

that you collect per day. Nete that there can be some latency in

O Search (Ctrl+ F A " 2 Daily 2 Data Retenti Al T
2 Search (Ctr+/) | 3 [ Usagedetails &= Dailycap & DataRetention [ Help applying the daily cap, so stopping data ingestion precisely at the
o i d. The
= Workspace summary Your Log Analytics cost depends on your choice of pricing tier, data u ing
o " retention and which solutions are used. you can see the estimated s . (For
=¥ View Designer manthly cost for each of the avail g tiers. based on your last &l . was enabled before June
" 31-days of Log Analytics data ingested. Thess cost estimates can be used 19, 2017, security data types are capped like other data types) Learm
B workbooks to help you select the best pricing tier based on your data ingestion more o
s patterns. These estimates include the S00MB/VM/day data allowances if : .
' Logs you are using Azure Security Center. If you have questions about using (on @D
& solutions this page. contact us. Leam more about Log Analytics pricing,
Wi Pricing Tiers b Be sure to create an alert 50 you knew if your workspace is
| Pricing tier g capped. Learn more
o' Uszge and estimated costs
€ =g ~ Pay-as-you-go v
It properties Per GB
8: Service Map #~ 100 GB/day Capacity Reservation

15% discount over Pav-as-vou-ao

Figure 4-4. Daily cap to enable a hard limit on the log collection

You should take notice that enabling the daily cap setting does not affect the
collection of security-related data logs and metrics. This includes Azure Sentinel and
Azure Security Center. This is important because you don’t want the data cap to affect
cyber security notifications.

You can set an alert from Azure Monitor to be notified as the pricing tier capacity
is nearing. The notification can go out through creating a ticket in your IT Service
Management (ITSM) solution or a simple text message or email to a distribution group.

Guest 0S Metrics and Logs

As you have learned, Azure Monitor is the single view for Azure platform data, logs,

and metrics. For blue team hunting, you can use data stored in the workspace storage
container (i.e., Analytics workspace) to provide real-time alerting, chartings, and routing
from all the collective information.

Another source of data can support the correlation of Azure Monitor with the
addition of Windows Azure Diagnostics (WAD) that collects metrics and logs from the
guest operating system which is the OS from the virtual machine. You may be a little
confused by the term guest OS, but this is not the Azure Hypervisor but the VM running
on the host. Standard platform metrics for the host are already collected so you need to
know how to enable the diagnostics extensions for your VM.

OS Guest Data: The Azure security operations team can enable metrics and logs from
the guest operating system. This data can be written from the VM directly into the Azure
Monitor metrics database store. The data collection is not enabled by default and can be
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validated from the Azure portal. Open the Azure portal and select any virtual machine
and scroll down to the Monitoring section on the left menu. Select the Metrics view, and
you notice without the agent installed, there is only data for the Hyper-V Host, identified
as the Virtual Machine Host; please refer to Figure 4-5. Notice the Metric drop-down
defaults to CPU Credits Consumed, aka how much US dollars has this VM cost to date.

4l secvm1 | Metrics
m

Virtual machine

| 2 Search (Ctrl+) @ 4 Newchart () Refresh |2 Share ~or (2 Feedback v
L L —
4 Chart Title &7
(= Policies
B Aun command % Add metric Ty 2 er %25 Apphy spiitt |&= Line chart ~r |- : ) ne

- P - -
Monitoring [ Scope Metric Namespace Matric Aggregation

(& [secmm | | Vireual Machine Host v | betect metic ~ || Select oggregat
9 insights 8 T
| CPU Credits Consurned =
B aens CPU Credits Remaining
fid Metrics " ¥ Data Disk QD (Deprecated)
B Dizgnostic settings % Data Disk Cueus Depth [Preview)
1% Data Disk Read Eytes/Sec (Deprecated)

#® Logs

%" Data Disk Read Bytes/Sec (Praview]
E& Connection moniter [
2 | %= Data Disk Read Operations/Sec (Deprecat...
Salart 2 matrie shows tnd  or e & o % -

Figure 4-5. Metrics for the Virtual Machine Host without OS guest diagnostics

When you create a virtual machine, you can enable OS guest diagnostics during the
VM portal journey, as shown in Figure 4-6; you can see the option to enable metrics and
logs on the VM.

Create a virtual machine
Learn more ’

@ vour subscription is protected by Azure Security Center basic plan.

Menitering
—
Boot diagnostics @ (3,' on O off
—
05 guest diagnostics (O ®on O off
Diagnostics storage account * (0 webtierrgdiagall R |

Create new

Figure 4-6. OS guest diagnostics enabled during the VM creation
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Once the agent is installed, the metrics can be shared. Using the portal to view
VM settings to share, open the landing page and scroll down to the left-side menu and
select Diagnostic settings. You should have a similar view shown in Figure 4-7 to gain an
understanding of the metrics, logs, and syslogs that are collected. Select the individual
configuration options, make any changes, and then click the Save option. The diagnostic
settings need to send to the Azure Log Analytics workspace using the example later in

this chapter.

Home

g vm | Diagnostic settings

Virtua! machine

|~ Search (Ctrl+/) | « B save X Discard

o = = : » Overview Metncs  Syslog  Agent
(& Policies

ES Run command Metrics

Collecting data for these metrics:
Monitoring

*  processor
@ Insights * memory
+ network
U Alerts * filasystem
g = disk
il Metrics

Configure metrics
& Diagnostic settings

Syslog
P Logs Callecting logs for these facilities:
B3 Connection moniter . LOGAUTH

« LOG_AUTHPRIV
Support = troubleshooting

@ Resource haalth

. LOGK

E Boot diagnostics « LOGLOCALD

% Performance diagnastics (Pre... * loGLocalt

+ LOG_LOCALZ

Reset password « LOG_LOCALS

+ LOG_LOCAL4

M Redeploy « LOG_LOCALS

. ) ) « LOG_LOCALS

D Ubuntu Advantage support pl... « LOG_LOCALT
+ LOG_LPR

2 Maintenance
B Serial console

B3 Connection troubleshoot

B New support request

Figure 4-7. VM metrics and diagnostics collected

Note The only prerequisite to follow the exercise to enable guest OS metrics is
to have Windows VMs deployed and contributor access on the VM and contributor
access on the resource group of the Log Analytics workspace.
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ENABLE GUEST 0S METRICS AND SEND TO AZURE MONITOR

1. Open the Azure portal and select the Windows VM to enable. Scroll down the
menu on the left-hand side and select Diagnostic settings under the Monitoring
section. The Overview blade will display; if you have not enabled a Diagnostics
storage account for this VM, you can enable it now before you continue.

(4] secvm1 | Diagnostic settings

l B Searc

Q@ Auto-shutdown
Overview  Performance counters Logs Crashdumps Sinks  Agent
& Backup 4

rform nte
& Disaster recovery Performance counters

Collecting data for thesa counters:
Bl Update mansgement

« CPU
& lnventory * Memory
« Disk
= Change tracking * Network
B Cenfiguration management (... Configure performance counters
(S Policies Event logs
EX Run command Collecting data for these logs:
3
Monitoring
@ Ins ghts
B Alerts wfigu e
fil Metrics Directaries

Net configured.
& Diagnostic settings

@ Logs

B} Connection monitor

Configure directories

Crash dumps

Net collecting memary dumps.

2. Select the Performance counters at the top of the menu on the right-hand side
of the Overview blade. Once the Performance counters blade is displayed,
select the Custom counter view.
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B save X Discard

Overview  Performance counters  Logs Crashdumps  Sinks  Agent

Choose Basic to enable the collaction of parformance counters. Choose Custom if you want more control over which
performance counters are collected.

s - .
L None Basic m J

Configure the performance counters to collect, and how often they should be sampled:
| | Add

Performance counter Sample rate (seconds) Unit

B8 \Processor Information(_Total)\% Processor Time [s0 | [ Percent |
B \Processor Information(_Tetal)\% Privilaged Time [s0 | [ percent |
B \Processor information{_Total)\% User Time [0 | [ Percent |
B \Processor Information(_Total)\Processor Fraquency | 60 | 1 Count ]
B \systemiProcesses [0 ] [ count |
B \Process(_Tota\Thread Count | &0 | ] Count ]
B8 \Process{ Total)\Handle Count [80 | [ count |
B SystemSystem Up Time [ 60 | ] Count ]
B \system\Context Switches/sec [0 | [ countpersecond |
Ed \System\Processor Queue Length [ 60 | | Count ]

1 2 3 4 5 >

3. From this Custom view, you can use all selected performance counters (3 GB
storage/VM per 24 hours), or you can unselect performance metrics to limit the
amount of storage per VM. Once you have completed any changes, click the
Save option on the top left.

4. Select the menu item Sinks. From this menu, you can enable diagnostics to
be sent to Azure Application Insights. You can also choose to send these VM
metrics to the Azure Monitor for a comparison of Azure resource metrics and
these VM metrics.

(& Save X Discard

Overview  Performance counters  Logs  Crashdumps  Sinks  Agent

Send your diagnostic data to other services for more insights. Additional charges may apply.

Azure Monitor (Preview)

Send

@

to Azure Monitor @

A\ The Azure Moritor sink requires 3 managed identity. Click to configure a managed identity in Azure AD for this VM,

Application Insights
Send diagnostic data to Application Insights.

o JuhcuDuiei el

To get started, choose an Application Insights account or if you already know the instrumentation key for your account you can
directly specify it below.
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Use your mouse to select the option to create a managed identity in Azure
AD for this VM to share data with the Azure Monitor. Set the Status to ON and
click Save.

Home > secvm1 | Diagnostic settings >

. ldentity

System assigned  User azsignad (preview)

A system assigned managed identity enables Azure resources to authenticate to cloud serv
managed identity is tied to the lifecycle of this resource. Additionally, sach resource (e.g. Vi

B Save >< Driscard C Refrash P Got faedback?

Status O

(o ez

You will see a pop-up window that requires your consent to register the
selected VM with Azure Active Directory. By selecting to save this setting, you
are allowing the VM to be granted access to Azure AD. Select Yes to enable the
access. After the object ID is displayed, settings are complete; you should select
the Diagnostic settings menu.

Home » secvm1 | Diagnostic settings >

. Identity

Enable system assigned managed identity

‘secvm1’ will be registered with Azure Active Directory. Once it is registered, "
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7. From the Sinks menu back under the VM Diagnostics settings, you should
choose the option Enabled to send diagnostic data to Azure Monitor. Click Save
settings on the top-left menu. Updating the changes may take a few moments
to complete.

EJ] Save X Discard

Overview  Performance counters logs Crashdumps  Sinks  Agent

Send your diagnostic data to other services for more insights. Additional charges may apply.

Azure Monitor (Preview)

Send diagnostic data to Azure Moniter (O

((Dissoied (GEEERD

Application Insights

Send diagnostic data to Application Insights. ©

Enabled )

To get started, choose an Application Insights account or if you already know the instrumentation key for your account you can
directly specify it below.

All selected performance counters’ collection time begins once you click save, from this
moment in time moving forward.

Connecting Data Sources to Log Analytics Workspace

Monitoring the health, metrics, and performance of the Azure platform and the Azure
resources in use allows the single view of all the correlated data. This collection of data
from a variety of Azure resources allows us to leverage the power of Microsoft Kusto
Query Language (KQL) in a single window.

You can, of course, enable the collection of metrics and data from the individual
resource to be collected in Log Analytics. This next exercise enables multiple resource
data (logs and metrics) to be shared with the Log Analytics workspace without the need
to enable at each resource.
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ENABLE INDIVIDUAL DATA SOURCES FOR LOG ANALYTICS WORKSPACE

1. From the Azure portal, search for Log Analytics workspace. Click the workspace
icon and scroll down to the Workspace Data Sources menu on the left-hand
side.

Home > Monitor | Virtual Machines >

.® CorpAnalyticsWorks

B Log Analytics workspace

£ Search (Ctri+/) | «

o View Lengnen -

B workbooks

@ Logs

W Solutions

1Y pricing tier

@ Usage and estimated costs

Y properties

®3 Service Map

Workspace Data Sources

B3 virtual machines

& Storage accountslogs
System Center

& Azure Activity log

2 Scope Configurations (Preview)

2. This example demonstrates connecting virtual machines, including the
diagnostic data and storage account logs. Select the Virtual machines to display
the VMs.

Wi Ly .

: Filter by name.. |[ & setectes ~ || 25etzcted ~ || Azure subseription 1 v |[ 2selected M ~
B workbooks i
° Narne Lag Analytics Connectiaon [+ Subseription Resaurce group Location
@ Logs
B secvmi @ tot connected Windows «€b54a82d-6500-4500-bA66-00..  securty-vm-rg sastus
P Solutions
Y 2 v @ Mot connected Linux €b54232d-6540-45e0-bO%6-00... web-tier-rg BBl
It pricing tier
B umz @ fiot connected Linuk €054332d-63d0-45e0-D-00. web-tier-rg st

& Usage and estimated costs
1 Propemies

o3 Service Map

Workspace Data Sources

B3 virtual machines

@ storage sccounts logs

¥ System Center

B azure activity log
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3. Click the text Not connected to present the view of the Status; select the option
to Connect in the top-left menu. The update shows connecting after about 60
seconds.

4.

i@ Lo

& senice Hea'th

@l workbooks
Insights

@ Applications

B virtual Machines
= Storage acounts
& Containers

@ Networks (preview)

& Azure Cosmos DE

Home > Monitor | Virtual Machines > CerpAnalyticsWorkspacel |

secvm

Virtual machine

& connect ¥ Disconnect () Refresh

o Not connected

Status

Not connected

Workspace Name

None

Message

VM is not connected to Log Analytics.

Repeat step 3 for each VM you would like to connect with the workspace. You
may want to limit the number of VMs to five as a Proof of Concept. (Once you
have completed the validation, you should consider creating an Azure Policy to
deploy agents on the VM and connect; refer to Chapter 7 for guidance on Azure

policy.)
Return to the Monitor pane and select the Virtual machines view from under the

Insights menu. Choose the option to Enable the Virtual machine. In this example
exercise, there are three VMs not monitored by Azure Monitor services.

(T} & 3 Not moni oD werspace configuration € Other anboarding options
Mame Manitor Coverage Workspace
v T Azure subscription 1 3of3
v [8) secusity-wm-rg 1011
B et Mot enatled m i corpanal ticsworkspacet
~ [] wen-tier-rg Zof2
| = P neotenatied [EEEE #® corpanalticswarkspace
| = PR Mot enabled m i copanalticrworkspacet

&P Arure Cache for Resis (previen]

Key Vaults (preview]

aee Mnra
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6. On the Azure Monitor Insights Onboarding pop-up window, choose Enable to
allow the data collection validation to begin. This step takes over 60 seconds to
complete.

Azure Monitor X
Insights Onboarding
Get more visibility into the health and performance of your virtual machine

With an Azure virtual machine you get host CPU, disk and up/down state of your VMs out of the box. Enabling additional
monitoring capabilities provides insights into the performance and dependencies for your virtual machines.

You will be billed based on the amount of dats ingested and your data retention settings. It can take between 3-10
minutes to configure the virtual machine and the meonitoring data to appear.

o Tha map data set collectad with Azure Manitor for VM3 is intended to be
infrastructure data about the being deployed and monitored.
For details on data collected please click here.

Have more questions?

Learn more about virtual machine menitoring o
Learn more about pricing off

Support Matrix

raag

7. If you close the pop-up window, the VM you just enabled may display,
Enabling — Waiting for data. Click the Why? to get details about collecting data
to Azure “Insights.”
Enabling - Waiting... x
hines secvmt

Monitaring data is being collected and routed
o Ingights. It can take up to 10 minutes to
arrive. Please try again in a few manutes.

() Refresh (©) Provide Feedback

GetStarted % Performance  #3 Map g:t;;l:hpaf: ?IEJ 45083716-283¢-402f-8002-
| P Filter by name... | ¥ ipticon : Azure 1 [4 Resource group: Allresource groups 4 Type:Alltypes [ Locatiol
Group by : Subseription, Resource group l’.:::;\om
Suppert Matrix
@ ovonitored @) 3 Notmonitared 3P Workspace configuration € Other anboarding options Update Azure Agent o'
Name Monitor Coverage Workspace
b i Azure subscription 1 3of2
——
o [ security-vmerg 10f1
—
A cecvmi Enabling - Waiting for data (Why?) ‘@ corpanah
> [#] web-tierrg 2of2
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8. Close the Enabling — Waiting pop-up window and repeat step 5 for each VM you
would like to monitor.

9. Next, this exercise connects a single Azure Storage account to the Azure
Analytics workspace. From the left menu, select Storage account logs. Select
the + Add.

Home > Log Analytics workspaces >

., M CorpAnalyticsWorkspacel | Storage accounts logs

""" Log Analytics workspace

l 2 search (Ctri+f) ! “ + add @ Documentation
& View Designer
Name Data Type Source
8 workbooks
o Click Add and select a storage account containing log files to get started,
® Logs
#® solutions

P pricing tier
@ Usage and estimated costs
! Properties
*: Service Map
‘Weorkspace Data Sources
B virtual machines
08 Storage accounts logs
¥ System Center
B Azure Activity log

B scopsCo nfigurations (Preview)

10. Use the drop-down menu to select the Storage account; in this example, we
select jacobslabstoragel.

Home > Log Analytics workspaces > CorpAnalyticsWorkspace1 | Storage accounts logs >

Add storage account

corpanalyticsworkspacel

The storage accounts in the list are the storage accounts in the selected subscription,

Subscription Azure subscription 1

Storage account * (D) | Jjacobslabstoragel

Data Type * I Filter items... |
Source |Jacobslabslo:age‘l |

securityvmrgdiag

webtierrgdiagall

140



CHAPTER 4  CONFIGURE AZURE MONITORING FOR BLUE TEAM HUNTING

11. Select the data type drop-down menu, and select the data type based on
the storage contents. Each data type enables a different source stored in the
account:

e [IS logs [source = wad-iis-logfiles]

e Events [source = WADWindowsEventLogsTable]

e Syslog (Linux) [source = LinuxsyslogVer1vQ]

e ETW logs [source = WADETWEventTable]

e Service Fabric Events [source = WADServiceFabric*EventTable]

12. This exercise selects the Events data type; click Save in the bottom left of the
pane. You can select multiple storage data types.

13. You can now validate the storage accounts have been added to Azure Monitor.
After the connection is configured, click the Storage accounts view and review

the data displayed.

fid Matrics 4 /4
@ logs

Sterage accounts
& Service Heslth
@ weskbooks

OQverview  Capacity
Insights
¥ Applications
B virtual Machines A gearch
= Storage accounts _ " : Y "

Subscription T4 Transactions Ty Transactions Timeline E2E Latency ty  ServerLatency T4 CHentOtherError. 'y

& Containers

L)

& Azure Cosmos DR
& Azure Cache for Redis (preview)
T Koy vaults (preview) - = Sr—— =

- More

~ T Azure subscription 1 (4)
Networks (preview)

e I 0tams [ a—

7.25ms T.13ms 564

n un

This exercise is the preferred method to follow for a Proof of Concept or in a lab environment.
This method supports a steady state of data collection and validation of costs.
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You now know that the Azure Monitor workspace is undergoing a consolidation of
what first appears as redundant views of logs and metrics. The consolidation includes
Log Analytics, Azure Application Insights, and Azure diagnostics to be used by Azure
Monitor. If you focus the consolidation topic on support for Azure VMs, you are required
to have on each VM at least two agents installed, two for each Windows or Linux
OS. They are the Log Analytics agent and the Dependency agent. One of the agents you
will see running on your VM is the Microsoft Monitoring Agent (MMA) that is installed
when you enable Azure Security Center to manage VMs and collect data.

Note There are multiple Azure Monitor agents; for further details, visit https://
docs.microsoft.com/en-us/azure/azure-monitor/platform/agents-
overview.

OPTIONAL EXERCISE: ADD INSIGHTS TO ANALYTICS WORKSPACE

Note This is an optional exercise and demonstrates another method to configure
Azure Monitor for VMs. If you choose to follow this exercise, the VM Insights
management pack will be added to your Analytics workspace.

1. From the Azure portal, search for Log Analytics workspace. Click the workspace
icon and scroll down to the Workspace Data Sources menu on the left-hand
side.
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Home > Monitor | Virtual Machines >

.® CorpAnalyticsWorks

"E®  Log Analytics workspace

Search (Ctri+))

E
S VIEW Uesigner

Workbooks
® Logs
@ Solutions
Pricing tier
@ uUsage and estimated costs
HE properties
®3 Service Map
Workspace Data Sources
K virtual machines
& storage accounts logs
¥ System Center
& Azure Activity log

= Scope Configurations (Preview)

|<(

2. This example demonstrates connecting ALL virtual machines, including the
diagnostic data and storage account logs. Select the Virtual machines to display

the VMs.

% Monitor | Virtual Machines

Microsoft

E £ Search (Ctd+f) *

@ overview m
& Activity log

N plerts

W Metrics

o Logs

& Senvice Health

o werkbooks

Insights

@ Apphestions

B virtual Machines |

= Storage accounts

Containgrs

Metworks (preview)

Azure Cosmos D8

Azure Cache for Redis (praview)
T Key Vaults (preview)

= More

O retresh (D) srovide Feecback

O 2000 @ 1ot = ig

Enable for a single VM

Use "Not Monitored 1ab 1o identify and enable insights for azure
WMs. You will need contributor access on the WM, and Log
Analytics contributer access on the Resource Group of your
chosen Log Analytics workspace.

Learn more o

L

=

LLL}

Configure a workspace

Usé this to enalle Azure Monitor for Vs features on Log
Analytics workspace.

Learn mare o

€ other anboarding options

G

Enable using palicy

Use Azure Policy to ensure all Vs and Vi Scale Sets in your
subscriptions and resource groups are configured for
mentoring, Yiou will need robe access a5 Owner or User Access
administrator for the selected subscriptions.

Learn more

Enable

Enable non-azure computers

Use thi Log Analytics (CMS) Agent to extend AZure Monitor
capabilities to computers running outside of Azure, including
rescurces running on-premises and in other clouds.

Learn more o
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3. Click the text Other onboarding options (top right) to open the 4 x 4 matrix
options window. Select the matrix “Configure a workspace” (lower left); click
Configure to continue.

4. When the Azure Monitor Workspace Configuration window appears, validate the
correct Azure subscription is selected and use the drop-down arrow to select
the correct Log Analytics workspace. Click Configure.

Azure Monitor X

Workspace Configuration
Configure Workspace

Enzbling Azure Monitor for VMs on your log analytics workspace will install vivi Insight ssch.t(cn that collects performance counters and
metrics from all the virtual machines connected to the werkspace. Leam more about this setup

vou will be billed based on the amount of data collected in this workspace and your data retention settings. Learn more about pricing.

Please select the workspace to configure.

Workspace Subscription * (@
Azure subseription 1 ™ ]

Choose a Log Analytics Workspace (O

[ Corpanalyticsworkspace [eastus] o |

Configure

5. After a few minutes, the metric data is updated and can be validated using the
Monitor Metrics view. This example changed the scope to a virtual NIC, network
interface standard metrics, and bytes sent.
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~4 Monitor | Metrics X
il M =
Micrasoft
| 2 Search (Ctrl+/) J @ -+ New chart C) Refresh |7 Share s () Feedback “v’ Local Time: Last 24 hours (Automatic - 5 minutes)
® Overview Sum Bytes Sent for secvm1238 /7
B Activity log . o o piale : i
%o Add metric w Add fiter i Apply splitting &2 Linechart »s [, Drillinto Logs ~ [ New alertrule 57 Pin to dashboard ---
Bl Alerts
nx - // Scope Metric Namespace Metric ™
fl Metrics a : (]
seovm 1238 Network Interface stan.. || Bytes Sent b
® Logs Aggregation
Sum b
@ Service Health \\_ /
@ workbooks
v
Insights L3MiE
¥ Applicaticns
B% virtual Machines
— 29Mvig
= Storage accounts
< AMiB »
& Containers
9 Networks (preview)
& Azure Cosmes DB
& Azure Cache for Redis (preview) 28
Key Vaults (preview) 02
&M Aug 16 6 AM 12 UTC-0500
++ More Bytes Sert Suri
1238

This exercise is optional because its updates are applied to any agent already connected to
the workspace, whether or not it’s enabled for Azure Monitor for VMs.

The Azure platform is continuously updated behind the visual display of the portal,
and occasionally you are required to update services to continue providing the service.
The Analytics workspace update that you may encounter is required; there is no opt-out.
In this example, the option is to upgrade only, as shown in Figure 4-8, the notification.
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Upgrade X

Get Started
New features are available for virtual machines and virtual machine scale sets. To enable these

features please click upgrade below.

Support for performance views
To use performance views for virtual machines and virtual machine scale sets, you will need
1o upgrade the workspace to the latest solution,

6 Available solution upgrades are required to continue using the Performance views.

Workspace Info
.ﬂ corpanalyticsworkspacel 0 Upgrade available

Figure 4-8. Monitor view of virtual machines’ required upgrade window

ALERTING IN AZURE MONITOR

1. Open the Azure portal, select Monitor page, and select Alerts. Select the option
+ New alert rule.

Home > Monitor

Monitor | Alerts  #

Microsoft

2 search (Ctrl+/) | « == New alert rule ?.T! Manage alert rules

& Overview Don't see a subscription? Open Directory + S

B Activitylog Subscription * (@
Windows Azure MSDN - Visual Studi..
BN Alerts i
Selected subscriptions > Selected resource grou

il Metrics
P Logs
@ service Health

@l workbooks
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2. Select Resource link to select the target.

Home > Monitor >
Create alert rule

Rules management

Create an alert rule to identify and address issues when important conditions are found in your monitoring data. Learn more
When defining the alert rule, check that your inputs do not contain any sensitive content.

Scope

Select the target resource you wish to monitor.
Resource Hierarchy
No resource selected yet

Select resource

3. Validate the correct Azure subscription is selected and choose the Filter by
resource type.

Select a resource

Select the resource(s) you want to monitor. Available signal types for your selection will show up on the bottom right.

Filter by subscription ™ (& Filter by resource type (& Filter by location (0

[ Windows Azure MSDN - Visual Stu.. v | ~] [an

E ll’\fpe to start filtering... |

SparkPost

Spatial Anchors Accounts
SQL databases

SQL elastic pools

$QL managed instances
SQL pecls

SQL Server registries
SQL servers

SQL virtual machines

55H keys
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4. Inthis example, SQL servers is selected. Select Done.

Select a resource

Select the resource(s) you want to monitor. Available signal types for your selection will show up on the bott

,  Filter by subscription™ (0 Filter by resource type (O Filter by loca
t l Windows Azure MSDN - Visual Stu... vJ | SQL servers hd | | All

[;’ Search to filter items...

Resource Resource type
v T Windows Azure Subscription
~ [ sql-database-rg Resource group
# acloudbiz SQL server

5. Select the condition option; notice for this example all SQL server alert options
are displayed. Select All Administrative operations.

Configure signal logic X

Chocse a signal below and configure the logic on the next screen to define the alert condition.

signal type @ Manitor service O
[ an v [ v

Displaying 1 - 6 signals out of total 6 signals

I 2 search by signal name |

Signal name T4 Signal type T4 Monitor service T.
All Administrative operations Er Activity Log Administrative
Update Azure SQL Server TDE Certificate (Microsoft.Sgl/servers) Er Activity Log Administrative
Import database from bacpac (Microsoft.Sql/servers) g Activity Log Administrative
Create/Update Azure SGL Server (Microsoft.Sql/servers) Er Activity Log Administrative
Delete Azure SOL Server (Microsoft.Sgl/servers) g Activity Log Administrative
Private Endpoint Connections Approval (Microsoft.Sql/servers) Er Activity Log Administrative

6. Leave the default settings for Event Level, Status, Event initiated by;
select Done.
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7. Select Action group to send notification by email or SMS messages.

Action group

Send notifications or invoke actions when the alert rule triggers, by selacting or creating a new action group. Learn more
Action group name Contains actions
No action group selected yet

Select action group

8. Select Create action group and select email/SMS messages.

Home > Monitor > Create alert rule >

Create action group

Basics  Notifications  Actions  Tags Review + create

Motifications

Configure the method in which users will be notified when the action group triggers. Select notific:
reciever details and add a unique description. This step is optional.

Notification type @ Name (@ Selected ©

A

Email Azure Resource Manager Role

Email/SMS message,/Push/Voice

[(rreiows ] [(ewcActions> ]
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9. After selecting the email and SMS, enter a valid email address and phone
number.

Email/SMS message/Push/Voice X

Add or edit an Email/SMS/Push/Voice action

B cmail

Email * I MarsahliCopeland@jacobslab.com o

u SMS (Carrier charges may apply)
Country code * | 1 e |

Phone number * I 5125551212 ‘/I

(] Azure app Push Notifications

Azure account email &)

(] voice
Country code
Phone number

Enable the common alert schema. Learn more

v QEmD)
[Iox ;=

10. Select the Next: Action, leave the defaults as you complete the wizard screens,
and select Create action.

Action group name Contains actions
sglaction 1 Email, 1 5MS message ©

Select action group

Alert rule details

Provide details on your alert rule so that you can identify and manage it later.

Alert rule name * @ | SQL Admin Rule v |
Description A Cloud Biz SQL database v
Save alert rule to resource group * @ | sql-database-rg v |
Enable alert rule upon creation ﬂ

Create alert rule
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11. Enter the alert rule name and provide a description for the type of alert. Select
Create alert rule.

In your production environment, create rules as necessary for both performance data and
security alerts.

Setting up Azure Monitor alerting for all business services provides insight into
the daily health of applications and Azure infrastructure to create internal business
service-level agreements (SLA). You can track the availability of systems and ensure
performance throughput maintains a steady flow. Setting security alerts, as in the last
example, helps protect the data and privacy for the business.

It should take time, so plan accordingly to set up sources, instrumentation, and
collections of logs and metric data to provide an overall analysis of the Azure platform
and custom application health.

Summary

You have learned about the details of metrics and logs, with metrics defined as
numerical data following a timeline. Azure logs include a mixture that consists of
numerical data and text within a timeline. You learned that Azure Monitor is the single
portal view to query information that is stored in an Azure storage container called

the Log Analytics workspace. Now you know that Azure Insights and Log Analytics are
components of the Azure Monitor service.

Next, you started to enable the Azure platform logs to be retained in the Azure Log
Analytics workspace along with individual resource data. Azure resources using IaaS and
PaaS can share both metrics and logs to be used with Azure Monitor for analysis using
the powerful KQL predefined queries.

In the next chapter, you will configure Azure Security Center and Azure Sentinel to
start consuming the data from the shared Log Analytics workspace. Each of the following
chapters leverages the foundation you learned in this chapter about the Log Analytics
Workspace. The Azure data collected provides threat hunting information for the cyber
security blue team.
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Azure Security Center
and Azure Sentinel

This chapter provides a foundation and configuration for both Azure Security Center
and Azure Sentinel. Microsoft has expanded many of the Security Center features so you
can benefit from these updates. Azure Sentinel is a Microsoft Security Incident and Event
Management (SIEM) service. Together, Security Center and Sentinel provide a powerful
Security as a Service in the Azure cloud.

Earlier in Chapter 1, you learned about managing the Azure tenant and Azure Active
Directory and enabling additional layers of security like Multi-Factor Authentication
(MFA). Privileged Identity Management was configured to protect assets in the Azure
infrastructure. In Chapter 2, you learned about virtual networks and subnets, layers of
security with Azure Firewalls, and Network Security Groups. Chapter 3 provided the VM
security challenges with the IaaS deployment model and how to best secure SQL Servers
and storage accounts to encrypt your data in Azure. Chapter 4 guided you through the
configuration of the Azure Monitor platform. You learned how services that used log and
metric data like Azure Insights and Log Analytics support the Azure Monitor powerful
query service. In this chapter, we bring all the previous chapters’ learning together to
provide the Azure security data logs and metrics.

You will configure Azure Security Center first; it may take up to 24 hours for baseline
data to provide security changes for securing the Azure infrastructure. The Security
Center interface clearly identifies security risks and steps to remediate all cloud security
professionals are confronted with. The recurring security themes are prevention,
detection, and response.

This chapter leverages the 30-day free Azure Security Center standard tier trial
specifically for testing Azure Security Center using jacobslab.com as a typical Azure
cloud deployment example. The jacobslab network example has typical servers
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CHAPTER 5 AZURE SECURITY CENTER AND AZURE SENTINEL

deployed into the TCP/IP subnet, and the typical infrastructure deployment includes
virtual machines (VMs) in the perimeter IP subnet and infrastructure IP subnet and SQL
Servers in the database IP subnet.

Next, you will configure Azure Sentinel to work directly with all the data sources
you configured from Chapter 4 to include logs and metric data in the Log Analytics
workspace. You configure Azure data connectors to then consume this data from

e Azure Security Center

o Azure Active Directory

e Azure Active Directory Identity Protection
o Common Event Format

e Microsoft Security Events

These are the Sentinel data connectors you will use in the configuration of data
feeds; however, there are more than 54 total data connectors you will be aware of for
your own data connectors for Azure deployment.

Let us begin by answering the question of why we configure Azure Sentinel with
Security Center, it is so the Azure cloud cyber security vulnerabilities, created because
of day 2 deployment, are exposed through alert detection, and the Sentinel playbook
response can be automated. Azure Sentinel leverages the Kusto Query Language (KQL),
threat intelligence data, and artificial intelligence to secure your Microsoft Azure business
deployment.

Note This chapter enables and configures Azure Security Center and Azure
Sentinel. Unique use cases and deeper cyber security discovery are highlighted in
each of the remaining chapters.

Cloud Security Challenges

Small-, medium-, and enterprise-scale companies as well as government agencies are
moving to the public cloud to take advantage of the elasticity and commodity of scale
from trusted providers. Companies need to enable the best cloud security methods to
extend their on-premises security layering to protect customer data, systems, and assets
in the cloud.
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Cloud infrastructures, in most companies new to cloud management and cyber
security, are greatly distributed, and management is sometimes difficult. Chief
information officers (CIOs) and chief information security officers (CISOs) are still
responsible for the security of these environments even though the cloud infrastructure
is more dynamic. A CISO requires best practices for security from the on-premises
environment integrated into the cloud. Customers with larger teams and longevity have
on average 30 different security or cyber security-related solutions. Many of these tools
create alerts that require attention, and the expertise required for each security solution
creates another challenge for experts to use each solution and gain value from the data.

Sunset applications are ones that may no longer have engineering support, and
these older applications are greater targets for cyber attacks. In fact, some of the older
applications were created under non-agile methods and could take more time and
resources to be reviewed by a current software assurance program.

Companies of every size, small and large, using Azure Security Center leverages
continuous security data analyses from Azure-deployed virtual machines, virtual
networks, Platform as a Service (PaaS) services (think Azure SQL Database), and partner
solutions such as Barracuda, Fortinet, or Check Point. Companies gain visibility into
the current security state, which extends across all subscriptions, so for customers that
leverage parent-child Azure subscriptions, like a sandbox, those subscriptions may be
used by system admins to improve their cloud knowledge.

Senior executives must rethink their approach to cloud security beyond traditional
on-premises security expertise. Enterprise organizations may have greater numbers of
staff members labeled as experienced cloud security experts; however, an investment
in cloud expertise introduces new challenges. Moving data to Azure cloud resources
challenges administrators in the management of access and auditing of cloud security
for those assets. Small- and medium-sized companies have the same compliance
requirements as larger organizations with the additional competitive struggle to attract
and maintain crucial cloud security experts. In addition, the support for secure DevOps
is challenging for companies that want application development to include cloud agility.

It is important to understand the attack targets that bad actors are attempting to
compromise inside an organization. The same type of attack surfaces can be seen in the
Azure cloud, as shown here:

e Impersonation of a user (social media)

o Credential theft and elevation of privileges (admin or developer)
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» Installing code to enable backdoors

e Gaining access to data and data resources (cloud resources)
e Azure subscription owners (top-level administration)

o Pivot attacks from on-premises to the public cloud

e Cloud resource compromises by hijacking or other exploitations
e Privilege elevation to move between subscriptions

o Public storage secret credential keys (GitHub)

e Misconfiguration of credential keys

¢ Imperva “man-in-the-cloud” token synchronized

e Side-channel code enablement

» Ransomware on cloud resources

The added training requirements that are needed to ramp up for cloud
administrators and the additional need to improve knowledge to extend cyber security
expertise to the cloud can be overwhelming. Every organization that chooses Microsoft
Azure as part of their hybrid infrastructure can leverage Azure Security Center.

Note The first edition of Cyber Security on Azure, ISBN 978-1-4842-2739-8,
has many detailed use cases for Azure Security Center. The interface has
changed, but the services are still valid. Find it at www.apress.com/us/
book/9781484227398.

Enable Security

The services supported by Azure Security Center are constantly changing at the pace of
cloud innovation, so even though you are reviewing virtual networks, virtual machines,
and database services in the exercises, additional preview features on the road map
include additional Azure cloud services, third-party services, and integration with cloud-

native services like Azure Firewall Manager.
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This first exercise is to enable Azure Security Center, install agents, and allow
the collection of data to begin. It can take up to 24 hours to start collecting baseline

information and making recommendations.

ENABLE SECURITY CENTER STANDARD TIER

You gain the benefit of additional security features when upgrading to the standard tier, and
the first 30 days are part of a free trial. This provides the best opportunity to evaluate the
Security Center functionality for your subscription.

1. From the Azure portal, search for Security Center and click the icon to take you
to the landing page.

- 2oty

Services

Azure services
Q Security Center

pe ;
+ & Security

e # Quickstart Center
Lreaiea A

resource "‘_, Security Baselines

2. The interface has changed over the years; however, the strength and integration
in the API configuration are where the improved features set are appreciated.
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4. There is a preliminary review of the cost based on the current Azure
deployment services. Select the entire subscription; note you can be selective
if you have many subscriptions. Click the Upgrade option to begin your 30-day
free evaluation.

Install agents automatically .@

Inst
The Microsoft Monitoring Agent will be automatically installed on all the virtual machines in selected subscription. e Ify

“ Select subscriptions on which agents will be installed 4 Managed resources

a Name Unprotected Re...

B T Asuresubscriptiont 4

Install agents

If 3 VM alreaddy has either SCOM or OMS agent installed locally, the Micrasoft Monitoring Agent (MMA)
exension will £l be installed and wth

) Continue without installing agents

& WOon' T Work i

5. You will gain information by choosing the option to install the agents. The Azure
tenant is part of a trial subscription. Click Install agents. (Note you do have
options to install manually or to test without installing agents.)

6. Return to the Getting started pane and select the CorpAnalyticsWorkspace (or
your equivalent) and click Upgrade to share the Security Center data collected
with the Azure Monitor service.

ity Center | Getting started

Cloud security posture management Cloud workle
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These two upgrade options change configuration through the connection to the Analytics
workspace and all current and future VMs. Virtual machines provisioned in the jacobslab
subscription automatically receive the Microsoft Monitoring Agent (MMA). This is called
autoprovisioning, and it should be your default method to configure Security Center.

Azure Identity: Security Center leverages Role-Based Access Control (RBAC)
provided by Azure Active Directory (AAD). There are two roles you should use with
Azure Security Center:

e Security Reader
e Security Admin

The Security Reader role should be assigned to all users who only need read access
to the dashboard. The Security Admin role should be protected as are other sensitive
administrative credentials.

The Storage agent collects information and sends it to the Analytics workspace.
Another great point about using the standard tier is you have up to 500 MB per day.

If data exceeds 500 MB per day, additional charges will apply, similar to the data
storage charge costs provided in Chapter 4. Security Center adoption considerations
should include the length of time for data retained beyond 30 days. With the Analytics
workspace, you have options to send to a BLOB storage for a portion of the data storage
requirements.

Configuration Value

You should consider the standard tier price for some of your Azure resources, if not for
all of the resources. In the updated analysis discussion about the overall cost of Azure
Security Center from a business perspective, you could use Security Center to protect
web tier and critical data. The focus is on more than just the pricing tier model and
allowed chief information officers (CIOs) and chief information security officers (CISO)
to gain insight into the total cost of support for Security Center as part of the security
layering defense strategy. Before moving on to further configuration, you need to
consider the difference between the two tiers:

o Basic (free)

o Standard (not free)

160



CHAPTER 5  AZURE SECURITY CENTER AND AZURE SENTINEL

The next set of exercises shows how to configure the data collection storage account
and enable the standard tier to start using the security service. The standard price is
intentionally identified as a cost and helps you realize the value once you consider the
consolidation of current security tools your company renews year after year that are not
cloud friendly.

First, the way your company purchased the Azure subscription may affect the price,
and you may use many Azure services at a discount if you have an enterprise agreement
(EA) with Microsoft. Second, the prices change often as major cloud providers change
prices for their cloud features to remain competitive. Third, you may see the retail price
and, after a quick calculation, decide the overall cost is great value once you understand
the full breadth of features provided by Azure Security Center. Undercutting the value of
any security product without comprehending the fullness of features does a disservice to
your company and how security features benefit the overall security posture. If you are a
cloud security administrator, you should include the security architect in the decision-
making process. Azure Security Center is not a solution that is used to simply check the
box for security; it provides a breadth of value that should be evaluated based on merit.
Figure 5-1 provides a view of the two pricing feature sets.

~ Continuous assessment and security recommendations |+ Continuous assessment and security recommendations
+/ Azure Secure Score + Azure Secure Score

+ Just in time VM Access

~" Adaptive application controls and network hardening
+ Regulatory compliance dashboard and reports

re saryers + Threat protection for Azure VMs and non-Azure servers
(including Server ECR)

+” Threat protection for supported Paas services

Figure 5-1. Standard tier value for security benefits

Standard Tier Advantages

As an Azure architect, you are undoubtingly evaluating the security features found in
the standard pricing tier but may not have the background to understand the depth of
the individual features and how Azure Security Center leverages the breadth of global
information to protect server assets.
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You should carefully consider the additional features beyond the free tier. Make sure
to look at the standard tier features when evaluating other security products, which may
not have the advantage of integrating with a cloud solution that is global in deployment

and leverages millions of data sensor points.

Just-in-Time Access

You can lock down inbound and outbound RDP traffic to your Azure virtual machines
with Azure Security Center and the Just-in-Time (JIT) virtual machine (VM) access
feature, only available in the standard tier. This reduces exposure to attacks while
providing easy access when you need to connect to a VM.

Enable JIT: With your own custom options for one or more VMs
using Security Center, PowerShell, or the REST API. Alternatively,
you can enable JIT with default, hard-coded parameters from
Azure virtual machines. When enabled, JIT locks down inbound
traffic to your Azure VMs by creating a rule in your Network
Security Group.

Request access: The goal of JIT is to ensure that even though your
inbound traffic is locked down, Security Center still provides easy
access to connect to VMs when needed. You can request access to
a JIT-enabled VM from Security Center, Azure virtual machines,
PowerShell, or the REST API.

Audit activity: To ensure your VMs are secured appropriately,
review the accesses to your JIT-enabled VMs as part of your
regular security checks.

Advanced Threat Detection

This feature is extremely informative to security teams because it provides details about
sophisticated attack detection using the Microsoft cloud-based security analytics. The
threat protection provided may be a tipping point for security professionals in favor

of Azure Security Center because timely intelligent security data is a cornerstone that
enables a successful solution. As an individual, you can become good at identifying
intelligence from log files, accounts, and other security data. If you work in a team, the
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individuals combine the data points to make the discovery and decisions faster and
more accurate. If you don’t have a team of security specialists or the budget to hire them,
then advanced threat detection provides insight that doesn’t require the CISO or CIO to
ask the board of directors for more money.

The advanced threat detection technologies and methodologies detect threats
using machine learning analysis on big data. The security graph of data analytics
aggregates what you as an individual may interpret as an anomaly, namely, recognized
behaviors by the millions of data points of anonymized information. The daily collection
from Windows Defender and behavioral sensors (individual contact points) alone
is astonishing. With integration with Windows Defender, the daily data includes the
following:

o Millions of Microsoft Windows devices
e Indexed web URLs

e Online reputation lookups

o Millions of suspicious files

Other methods of detection are included as individual components to support the
overall detection effectiveness of Azure Security Center. For instance, atomic detection
leverages the current information on the history of malicious patterns to provide known
Indicators of Compromise (IoC). Atomic detection uses log entry data for software
malware that, in the past historical data analysis, does not mutate. Atomic detection
using log file attributes can most closely be correlated to active network packet analysis
in an intrusion detection system (IDS). Because the patterns are known attributes, there
is a very low level of false positive rates, and common malware can be found with this
type of detection.

Anomaly Detection

The security graph of data analytics aggregates information in order to recognize

certain behavior and detect threats. Building a system baseline is necessary to alert on
deviations from the standard. It is possible that no alert is sent because the deviation did
not have supporting evidence and no other attributes were detected to cause the alert
threshold to be crossed.
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Anomaly-based algorithms, such as repeated failed logon attempts based on
statistically significant levels of failures, are identified. The type of information that can
trigger an alert would include if the failed logon attempt was attempted with existing or

nonexistent users.

Crash Analysis

Security Center analyzes data looking for future malware that is being designed and
tested to compromise systems, including in results from system crash dumps. This
analysis can find evidence of failed exploitation attempts and immature malware code.

Microsoft has integrated the crash dump data into Azure Security Center to detect
indicators of failed attempts, and this crash data is surfaced to algorithms to identify
potential failed attempts of threats on your systems.

Threat Intelligence

Microsoft has many global cloud services that provide threat intelligence telemetry such
as Office 365, Microsoft CRM online, MSN.com, Azure, the Microsoft Digital Crimes Unit
(DCU), and the Microsoft Security Response Center (MSRC).

Other partners have contracts with Microsoft to provide researchers with threat
intelligence information including other cloud providers and third-party solutions. One
of the many intelligence data points includes the communication from a compromised
system to a known IP address of a malicious actor. Threat attributes include emerging
threats or existing ones with specific indicators, implications, and other mechanisms.
After the raw data is collected, it is augmented by a global team of threat protection
“hunters” to analyze the data effectively and integrate it into Azure Security Center. The
security team hunters run algorithms against customer data sets to validate results and
reduce false positive alerting.

Behavioral Analysis

This form of analysis for threat detection is different than simply matching signatures
and patterns; it focuses on “actions” taken by a suspicious programmatic behavior.
The collection of data changes compared to patterns that are known and are not just
signatures. Malware can quickly generate many variants, which means the hash tables
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change just as quickly. As bits and bytes change on the malware, a new signature is
required to identify the same malware based on the current attributes. This is a major
reason behavioral analysis is a strength of Azure Security Center.

With Security Center, the technology can correctly articulate the behavior actions of
a variant of malware, which provides necessary identification without pattern matching.
With future malware movements and unidentified behavior correlated, false positives
can be detected because of the initial suspicious properties.

Configure Alerting

You should configure email alerting by adding the necessary email contacts. You can
add security contact emails for On-Call@jacobslab.com, and another dual notification
isrequired. There is not an escalation option to help support any internal SLA you may
have with the security team or business.

Security Center will send an email notification on the first occurrence of the alert,
but it only sends email for high-severity alerts.

CONFIGURE EMAIL NOTIFICATIONS

1. From the Azure portal, open the System Center pane. Click the Pricing and
Settings menu.

i Security Center | Pricing & settings

ng subscription "Azure subscription 17

© Overview | l Pricing & Settings
@ Getting started Configure pricing. data collection and additional settings of your Azure subscriptions and workspaces.

Il Ppricing & settings
o 1 SUBSCRIPTIONS 1 WORKSPACES

8B Community

™

, ) D search by
13 workflow automation | A Search by name

7 Inventory (Preview) Name Pricing tier

Azure subscription 1 Standard
POLICY & COMPLIANCE

. = CorpAnalyticsWorkspacel Standard
£ Coverage 'p pAnH P

O Secure Score

165



CHAPTER 5 AZURE SECURITY CENTER AND AZURE SENTINEL

2. While viewing the Azure subscription, click the text to configure the email
settings.

3. Select the Email notifications menu on the left-hand side of the pane.

Home > Security Center | Pricing & settings

@ Settings | Email notifications

Azure subscription 1

| P Search (Ctrl4 /) “ Save

settings

Email recipients
1 Pricing tier

Select who'll get the email notifications from Azure Security Center for the Azure subscription 1 subscription.
£ Data Collection

. o All users with the following roles I AccountAdmin
& Email notifications
U Threat detection iti email | by commas) | Mathewlacobs@jacobslab.com, Marshallc Sjscobslab.oom
15 Workflow automation
& continuous export
Motification types

Uze the mrings belew to select the type of email notifications to be sent by Security Center.

B niotify about alerts with the following severity for highen): [ High

High

Medium

@ You'll receive a maximum of four emails per day for high-severity alerts, two per ¢

Low

4. Use the down arrow to select the users and enter the email address of users
(use a comma in between multiple email addresses) or user groups to be
notified.

5. Enable the check box to be notified about alerts and select the severity for the
notification type. Click Save on the top-left side.

Notice there is not a text message option for notification from Security Center. However, you do
have a text message option from Azure Sentinel.

Using Security Center

Now that majority of configurations are enabled (you may need to wait up to 24 hours)
for the initial Azure Security Center configuration, you should take the time to review
the information that has been identified using this solution. The testing configurations
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would provide a different view than your Azure network infrastructure. In the jacobslab.

com infrastructure, the information provided is centered around four virtual machines

and several IP subnets; this represents a typical Azure first-use deployment.

Azure Security Center requires time to analyze your Azure VMs, VNets, web apps,

and SQL-deployed applications. Baselines are created and used for recommendations

to improve your security posture. First, you will look at the results of implementing the

standard tier, and then you can begin a methodical process to follow the recommended

prioritization of the Security Center items.

Security Center provides a dashboard view to clearly help with priorities: red = bad,

green = good. Refer to Figure 5-2 to see an overview summary.

(c) Security Center | Overview

Showing subscription "Azure subscription 1

£ Search (Crl+)) ®

? Overview

& Getting started
Il Pricing & settings
B Community

Workflow automation

F+3

4 Inventory (Preview)

WOLICY & COMPLIANCE

& coverage

¥ Secure Score

= security pelicy

. Regulatory compliance
TESQOURCE SECURITY HYGIENE

Recommendations

e

Compute & apps

"

Netwerking

1oT Hubs & rescurces

o

Data & storage

Identity & access

H# Ssecurity solutions

ADVANCED CLOUD DEFEMNSE

W subseriptions ' What's new

Policy & compliance

Overall Secure Score

) 36% creesorone

Review your Secure Score »

-~
by

Regulatory compliance

Regulatory compliance Subscription coverage

Fuly covered

1

| socTse 5 of 12 passed controls

Parsialy coveeed
0
Mot covered

0

I Azure CIS1.1.0 17 of 24 passed controls

32 of 45 passed controls

] PCIDSS 3.2
# 13 covered resources

View your compliance posture ralative to the standards and regulations that are important to you. Remediate assesements to watch your

< '\ compliance posture improve.

Learn more >

Resaurce security hygiene

Recommendations
High Tty
7
14 Meghun Severty
- 4
Low Sevarcy
3

# 7 Unhealthy resources

Review and improve your Secure Score

Resource health by severity MNetworking
4 Cer P .
=8 ompute & apps resources - ; o 4 Unhesthy resources

. N
= 8 Data & starage rescurces e® 10 Monitored resources

E o
o 1 identity & scaass rasources There are 0 high severity recommendations

A e—— to resoive.

Secure your network resources

Figure 5-2. Security Center overview page with resource security hygiene priorities

From the Overview landing page, notice a few points of data; the overall security

score is low at 36%, and high-severity resources need immediate attention. Security

Center identifies all the missed configurations for each VM that has an agent installed
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and provides recommendations to protect the individual systems. You should take
a short view of some of the major areas that Security Center has recommended
remediation.

Compute and Apps

The information provided by this view is the type of data the security team needs to
better remove security risks and maintain compliance standards. Also, this data is
needed for Azure operations teams to support the business by improving the security
posture for each VM deployed in the Azure subscription. This detailed view provides any
major areas to help focus on security work; a few are listed here:

o Log Analytics agent installation
o IP forwarding

e Endpoint protection

e Vulnerabilities

e Disk encryption

These are just a few of the recommendations; each of these areas would be identified
with a security health rating or severity because of the security data being analyzed. The
color scheme is typical with alerting solutions in Azure:

e Red = high (critical)
e Yellow = medium (important)
¢ Green =none (OK)

These areas are color coded for security health, and a different scheme is used to
show the priority of the component security recommendations. You will learn the details
(refer to Figure 5-3) about the recommendations in other chapters.
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. Security Center | Compute & apps *
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Figure 5-3. Compute and apps view with recommendation and severity color

Network

If you start from the Security Center menu, click the Networking resource security health

bar the Networking dashboard will appear. This is a logical isolation view of the Azure

cloud dedicated to the current subscription. Security Center identifies the Azure Virtual

Networks available in your subscription; again, this may take time to report.

Security Center recommendations include changes needed to improve the overall

security posture. Refer to Figure 5-4.

= Security Center | Networking X
*¥ Showing setwription ‘aure subscription 1
[(& Seasch (€rd=n | «
a [ PN
“E Covernge -
O Sewre Seare . e
= Swsurity policy
& Ririon) i Adaptive Netwark Hardening
B Riskiest resources Do
RESOURCE SECURITY HYGIENE
S
Recommendatiors E“» Gl
S 0 vmya, macrnis o
T Compute & 3pps B i [ras—r
B Networking 0
Sea eceiogy -

“b loT Fubs & resources
i, Reduce the attack surface of your Vs using IT
55 Dot & noage

& Uentity & access

9 Reduce the attack surface of your Vs using Just In Time VM Access
; ’ by spid o

B Secusity solutizng b’, Mo rwerk aosess only upan 3 SpRiific need, ?re_ef\ fora

it nt of time, allowed source IPs, and suthorized users.
ADVANCED CLOUD DEFENSE
T Adspte apglicaten contrels
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[5 File Inzegeity Meninering

Recemmendation Ty Failed Rescurces T, Severity .
THREAT PROTECTICN
IP forwarding on your virtual machine should be dissbled | = QPR

W Secusity slest

ecucity alarts e Sacing vl machines shouid b rk security groups B 4 of 4 virual mace

¥ Secuity alerts map Frevies)

Figure 5-4. Networking pane view of the overall network hardening value
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There are a few more interesting points for recommendations for IP forwarding at

the bottom of this view.

Data and Storage

The Azure SQL and data view provides guidance on security recommendations that
improve the business security and exposure created by Azure SQL Database default
deployments.

In large corporations, this type of visual data is normally viewed only by the subject-
matter experts in the networking team and select systems administration teams. The
security health of SQL Servers, data, networks, and computers exposed to the Internet is
identified as critical and requires changes to reduce the risk of the current configuration
as shown in Figure 5-5.

2 Security Center | Data & storage X

o

subscription ‘Azure subscription

£} SO Information Protection

Overview sqL Storage accounts Riedlis Drata Lake Anshytics
- pliance .
s Regmistety comphasce |2 Search recommendations
RESOURCE SECURITY HYGIENE Recommendation Ty Failed Resources  TL  Severity L
Becommendstions Vulnerability Assessment findings on your SOL databases should be remedinted B 15F 1 SOLservers

% Compute & apps
B Networidng
¥ loT Huts & resources

%5 Data & storage

Figure 5-5. Data and storage view displaying vulnerability assessment findings

The automation behind Security Center provides intelligent recommendations
after an analysis of the events. These events could span the partner solutions as well
as the virtual machines you build and place into different Azure IP subnets. A list of
prioritized security alerts is presented in the console; an email is also sent with severity
recommendations needed to prevent an attack. You can see a few examples of additional
security events in Table 5-1.
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Table 5-1. Security Center anomaly and behavior examples

Security Center Description Security Consideration

Malicious SQL activity SQL injection attempt

Failed RDP brute-force attack RDP attack prevented by Security Center
Successful RDP brute-force attack Attack not prevented

Suspicious process executed Unidentified execution of an anomaly

System binary discovered in a dump file Hacker code caused crash dump

MITRE ATT&CK FRAMEWORK

As a cyber security professional, you need to stay ahead of the attackers with the most current
information to help defend your business. You need a blue team threat hunters’ playbook, and
you should begin with this framework since it is priced at “free.” Start with the MITRE ATT&CK
tools that are online at https://attack.mitre.org/. MITRE is the name of a not-for-profit
company that was started in 1958, and please realize the name MITRE is not an acronym.

The MITRE company shares up-to-date globally adversary tactics and techniques based
on real-world customer attacks and data gathered. The MITRE company and many global
partners support the mission statement “make the world safer” and more through security.
The ATT&CK (attack spelled with &) knowledge base is an open source framework and
available to any organization at no charge.

The ATT&CK data is transferred into products using the current Structured Threat Information
Expression (STIX) version 2, a language to exchange cyber threat intelligence (CTI). ATT&CK,
STIX, and Trusted Automated eXchange of Intelligence Information (TAXII) are integrated in the
Microsoft Azure Sentinel service.

The ATT&CK framework includes threat intelligence (Tl), detection, and analytics on how an
adversary uses red team cyber security attacks. Using this knowledge helps you identify
techniques of adversary groups and correlate the types of attacks used. You can review
the attack data collected and detailed against specific businesses like financial, hospitals,
manufacturing, or hospitality. There are also details collected about cyber security attacker
history, group name, attack motivation, family of attack software, and how you can improve
defensive layers based on past cyber security attack methods. There are three levels to the
framework:
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Level 1: Start here if you are new to the framework.
Level 2: Mid-level teams maturing their security skills.
Level 3: Resources for advanced cyber security teams.

The ATT&CK framework follows the cyber security “kill chain” including reconnaissance,
execution (i.e., payload), persistence, and exfiltration.

MITRE | ATT&CK' Matrices  Tactics ~  Techniques ~  Mitigations ~  Groups  Software  Resources ~

ATT&CK sub-technigues have now been released! Take a tour, read the blog post or release notes, or see the previous

Home > Tactics > Enterprise

TACTICS
TENTEEC Y Enterprise Tactics
Enterprise p
Initial Access
] Name Description
Execution
Persistence TADDDT Initlal Access The adversary is trying to get into your network.
Privilege Escalation TAD002 Execution The adversary is trying to run malicious code,
Defense Evasion
: TADDO3 Persistence The adversary is trying to maintain their foothold.
Credential Access reary is trying
Discovery TADDD4 Privilege Escalation The adversary is trying to gain higher-level permissions.
Lateral Movement
TAODDS Defense Evasion The adversary is trying to avoid being detected.
Collection
Command and TADDOG Credential Access The adversary is trying to steal account names and passwords
Control
TADDO? Discovery The adversary is trying to figure out your environment.
Exfiltration
Impact TAQOOE Lateral Movement The adversary is trying to move through your environment.

The cyber intelligence is used to learn about your adversaries; this is a homework to help you
make better defensive security decisions. Choose a group to walk through the framework;
you can review the listing at https://attack.mitre.org/groups/. This listing maps
out groups and typical previous targeted companies. There is also a step-by-step guide on
how to use the matrix at https://attack.mitre.org/docs/Comparing_Layers_in_
Navigator.pdf.

As an example, from the URL, select APT29; they have other names like Cozy Bear, The Dukes,
and CozyDuke. (You may think they are not very original in the naming, but the threats are
identified as being associated with the Russian government that compromised the Democratic
National Committee in 2015; see the details in the following figure.)
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Tactics ~

Techniques ~

Mitigations ~

Groups

Name

Abuse Elevation Contrel Mechanism: Bypass
User Access Control

Boot or Logon Autostart Execution; Registry
Run Keys / Startup Folder

Boot or Logon Autostart Execution: Shortcut
Modification

Command and Scripting Interpreter;
PowerShell

APT28 Associated
APT29
Name
APT3
APT30 YTTRIUM
APT32 The Dukes
APT33
Cozy Bear
APT37
APT28 CozyDuke
APT39
APTA1 Techniques Used
Axiom Domain D
BlackOasis
Enterprise  T1548 002
BlackTech
Blue Mockingbird
sl lt Enterprise  T1547 001
Bouncing Golf
BRONZE BUTLER 009
Carbanak
Charming Kitten Enterprise | T1050 001
Cleaver
Cobalt Group Enterprise  T1546 008

Event Triggered Execution: Accessibility

Description

Use

APT29 has bypassed UAC.1

APT29 added Registry Run keys to establis
APT29 drops a Windows shorteut file for e
APT29 has used encoded PowerShell scrip

SeaDuke. APT29 also used PowerShell scr

APT29 used sticky-keys to obtain unauther

Use the threat intelligence framework to learn how adversaries attack your business, what
cyber tools they use, and how you can mitigate the attacks listed in the framework.

If this is the first time to learn more than just the name, download the eBook on how to get
started using the MITRE ATT&CK framework from www.mitre.org/sites/default/
files/publications/mitre-getting-started-with-attack-october-2019.pdf.

As you become more familiar with the value of the MITRE ATT&CK framework, notice the
“mitigation” security recommendations to improve security in your cloud infrastructure.

Azure Sentinel

Critical security data has the greatest value when it is provided in a very timely manner.

When that specific data includes additional insight and preference guidance on the

cause and resolution, the security service becomes a critical security service. With the

introduction of Azure Sentinel, Microsoft provides security insights using all available

root cause analysis and security vulnerability remediation in the first cloud-based

Security Information and Event Management (SIEM) service.
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Real-time analysis is a key part of any SIEM defense in depth feature that can identify
potential threats and vulnerabilities in an enterprise. In addition, the solution should
provide methods to remediate threats and improve the security posture for the business.
Features included with Azure Sentinel are

o Integrate with other controls
o Artificial intelligence

o Threat intelligence feeds

o Compliance reporting

o Forensic analysis

o Investigative methods

Azure Sentinel provides real-time monitoring with the integration of other intrusion
detection systems (IDS) and intrusion prevention solutions (IPS). You may have given
pause to the feature of real time, so our definition is defined as “continuously updated
streaming,” with zero or exceptionally low latency. You should not get sidetracked with
some of the logs and metric data concepts from Chapter 4. In some of the screenshots,
the OS performance counters are collected every 60 seconds, but they are continuously
streamed to the Log Analytics workspace, so they are in real time. The information is
determined as the current state of the information.

The security team members that rely on the SIEM information to successfully protect
the business from attacks and hackers are normally identified as the Security Operations
Center (SOC). Not all security products are 100% SIEM solutions like Azure Sentinel.
Some products and services are branded as a Security Information Management (SIM)
service or Security Event Management (SEM) service. They are all designed to provide
security alerts generated by users, applications, and networking events.

Microsoft Azure Sentinel is a cloud solution, so the time to implement reduces the
traditional long-tailed configuration and integration. Exercises in this chapter show you
how to enable and configure Azure Sentinel in minutes from the Azure portal. You use more
resources in the adoption, learning curve, and alert tuning process. Also, you should have
a good Azure cloud security foundation. Azure Sentinel provides actionable alerts with
guidance; however, security experts are needed to analyze the data. Adoption can be slowed
if the misconfiguration of the streaming data through connectors or other data streams is
not effective. To help you realize the goals of a SIEM solution, you should first review the
information in Table 5-2 to gain insight into the attacker events that may be triggered.
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Table 5-2. Attack classification and generic event sources

SIEM Rule Source of Event

Virus or spyware Firewalls, antivirus (endpoint), identity system failed
logon

Repetitive logon attack Active Directory, LDAP services, Azure Active Directory,
syslog, switches, routers

Repetitive firewall attacks Firewall appliance (hardware and software), routers,
switches

Virus detection Antivirus, network anomaly detection, system anomaly

detection, host intrusion prevention systems (HIPS)

Repetitive network attack Network intrusion detection systems (IDS), network
intrusion prevention systems (IPS)

Denial-of-service attack, distributed denial- Network intrusion detection systems (IDS), network
of-services attack intrusion prevention systems (IPS)

Azure Sentinel integrates with Microsoft solutions, as you would expect; however,
many industry standard threat detection solutions are available for integration on day
one of enablement. You will walk through the exercise to enable Azure Sentinel and
have it ready to connect to all known data streams in minutes. Remember this service is
a managed SIEM from the Azure cloud, and as a Saa$S (Software as a Service) solution,
there is no software EXE to install on servers. You are ready to review the Sentinel
landing page; begin data streaming from as many data connectors as you need at the
time you enable Sentinel in your own Azure subscription.

There is a security industry standard expectation in any SIEM solutions to
include orchestration and automation (SOAR). The “R” is for response; orchestrated
and automated response in Azure Sentinel includes security analytics and threat
intelligence for more than just the cloud. If you have a hybrid network connection
with an ExpressRoute or a site-to-site VPN for on-premises enterprise, Sentinel
provides the right solution for alert detection, threat visibility, proactive hunting,
and threat response.
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ENABLING AZURE SENTINEL

1. Inthe Azure portal, search for Azure Sentinel.

Microsoft Azure @ 2 azure sentinel

Services See

Marketplace
Azur
O Azure Sentinel B3 Azure Sentinel
. & Azure Cosmos DB B9 Azure Sentinel MSSP Service

o & Azure Database for MySQL servers 3 Azure Sentinel Manage Service -

e B Azure Arc 9 Azure Sentingl Proof of Concept
2. Select the + Add an Azure Sentinel Workspace; this example uses the
Log Analytics that was created in Chapter 4. (If you want to create a new
workspace, choose the option to create a new workspace and follow the
exercise in Chapter 4 and then return to this exercise.) From the options,
choose + Add to select the workspace.

Note You can create a new Analytics workspace to gain insight to the cost of
metric and log storage for Sentinel consumption.

Home >

Azure Sentinel workspaces

Microsoft
+ add C_:) Refresh = Multiple Workspace View

Subscriptions: Azure subscription 1 - Don't see a subscription? Open Directory + Subscription settings

Filter by name | | All resource groups
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3. In this exercise, we choose to add the CorpAnalyticsWorkspace1 created from
the Chapter 4 exercise.

Home > Azure Sentinel workspaces »

Choose a workspace to add to Azure Sentinel

2 search workspaces

Create a new workspace

CorpAnalyticsWorkspace1
=l eastus

4. Select the Workspace and add Azure Sentinel from the bottom-left menu. The
Azure Sentinel landing page is displayed in about 60 seconds.

Home > Azure Sentinel workspaces >

& Azure Sentinel | News & guides

Selected workspace: “corpanalyticsworkspace!”

|2 search ictri+n | « Whatsnew  Getstarted
General =
@ overview Azure Sentinel
@ Logs i o
A cloud-native SIEM to help you focus on what matters most P .
& News & guides <
N : J -
Collact and analyzs data from any sourcs, cloud or on-pramisas, in any format at cloud
Threat management scale
& incidents With Al on your side. find. investigass, and respend to real threats in minures, with buik-
in
& workbooks krowlsdge and inisligence from decades of Micresof security exgerience
© Hunting
B notabooks (Preview)
Configuration =..= 1. Collect data L 2. Create security alerts {‘E,l 3. Automate & orchestrate
wo Collect data at cloud scale across Focus on what's important using Use or customize built-in
B Data connectors the enterprise, both on-premises analytics to create alerts playbocks to automate comman
and in multiple clowds tasks

& Analytics
& Playbooks Connect Create Create

B Community

£ Settings

As a reminder, Azure Sentinel is a cloud-native SIEM, and using the Log Analytics workspace,
the next exercise begins the simple tasks of data connectors to start populating query data.
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Azure Sentinel Cost: The use of Azure Sentinel does not have a direct monthly fee
to draw down Azure credits. The cost begins when you ingest data feeds to leverage
the Microsoft cyber security Al automation. If you created a new (empty) Analytics
workspace and want to keep the cost to a minimum, then select a few data connectors to
reduce the data storage tier cost.

You should be aware that Microsoft allows the use of some data connectors that have
low cost, and I've read a documentation that leads you to believe it is no cost, but that is
not entirely true. Fist, all logs that are ingested by Sentinel and go through the workflow
are adding to the cost of traffic ingestion. Second, some of the cost is included in many of
the premium SKU (like Azure Active Directory P2/E5) that you have already purchased.
The data from the connectors listed have minimum storage cost:

o Azure Activity (Azure platform logs)

e Azure Active Directory Identity Protection (AAD Premium P2)
e Azure Information Protection

e Azure Advanced Threat Protection (only alerts)

e Azure Security Center (only alerts)

e Microsoft Cloud App Security (only alerts)

e Microsoft Defender Advanced Threat Protection (monitoring agent
alerts)

o Office 365 (logs)

You need to consider the cost of data connectors and the storage cost into the Log
Analytics workspace. A free or low-cost option is good; however, for any SIEM solution to
be successful, many other Sentinel data connectors are needed. The cost for streaming
data and processing and storing charges are incurred for other connectors, for example:

o Ingesting data into Log Analytics
o Sending data through Azure Sentinel

e Optional use of Logic Apps for automation
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e Optionally running your own machine learning models
e Optionally running any VMs as data collectors

The jacobslab.com Azure subscription uses pay-as-you-go (PAYG). If this is your
model, you pay a fixed price per gigabyte (GB) consumed, and it is charged on a per-day
basis. Microsoft has provided the option to use discounts based on the larger volumes of
data. Choosing a different pricing tier to save money is a manual process.

Connect to Data Streams

Open your Azure portal, search for Azure Sentinel, and select it to reveal the Sentinel
Overview page. Before you begin to see events, alerts, and incidents, you need to go
through the steps to connect the logs and metrics provided by Azure from the data
connector pane.

Once you have connected some of the data produced by Microsoft Azure in the
next exercise, you will take a tour through the Azure Sentinel information summary to
become familiar with the interface.

Note If you did not enable the Azure VMs to allow connecting data source to the
Log Analytics workspace, return to Chapter 4 and follow the exercises.
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ENABLE AZURE SENTINEL DATA CONNECTORS

The prerequisites required “contributor” permissions to the Log Analytics workspace and
“reader” permissions to any subscription logs to stream into Azure Sentinel.

1. From the Azure portal, search for Azure Sentinel, select the icon, and open the
overview page. On the left menu, scroll down and select Data connectors.

Home > Azure Sentinel workspaces >

=== Azure Sentinel | Data connectors
[ I}

] L . b ! .
Selected workspace: ‘corpanalyticsworkspacel

F ’ A pr
£ Search (Ctrl+/) | « ") Refresh
- Ll -
General &8 04 o1 al
Connectors Connected Coming soon
Q@ Overview

P Logs Ix’" Search by name or provider
Ly -

@ News & guides Providers : All Data Types : All Status : All

Status T. Connector name T
Threat management

& Incidents % Al Vectra Detect (Preview)
: Vectra Al

&l workbooks

. Alcide kAudit (Preview)
&
© Hunting k=3 Ale
& Notebooks (Preview)
- Amazon Web Services
Configuration Amazon
88 Data connectors
zure Active Director
- N Azure Active Di y
Microsoft
® Analytics e
] Playbooks > Azure Active Directory Identity Protection
Microsoft
& Community
£+ Settings g Azure Activity

Microsoft
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2. Your screen should have no data connectors active (this example displays
one connected); select Azure Activity, and on the far-right pane, select Open
connector page.

= Azure Activity

Connected # Microsoft (£ 19 hours ago
Status Pravider Last Lag Recapied
Description

Azure Activity Log is @ subscription log that provides insight into
subscription-level events that occur in Azure, including events from
Azure Resource Manager operational data, service health events, write

operations taken on the resources in your subscription, and the status
of activities performed in Azure.

Last data received
08/18/20, 11:03 FM

Related content

d 1 & 2 & 7

Workbooks — Queries Analytic rules templates

Data received Go to log analytics
1.000 -

3. From the Data Connectors “Azure Activity” window, look at the far-right window
and select the Connect option. The status will change from Disconnected
to Connected. Data from the Azure Activity log is now streaming into Azure
Sentinel.

» Connect All ¥k Disconnect Al

£ Search
Subscription Ty Connection status TJ
Azure subscription 1 Connect (il «» Disconnected

4. You need to confirm the event data collected from the Windows Servers. This
is accomplished from the Log Analytics workspace; however, you can navigate
to the DATA location by selecting Settings on the bottom-Ileft menu. Then select
the Workspace settings at the top menu.

181



CHAPTER 5 AZURE SECURITY CENTER AND AZURE SENTINEL

{3 Azure Sentinel | Settings

o “companalytic

« Pricing Settings  Workspaca settings >

© Owerview Azure Sentinel pricing
P om Acure Sertingl Is Sdied based on the volurne of data ingested for analysis in Azure Sentinel Azure Sentingl offers
L model

& Mews &oguides

Thraat managemant

B incidents

B werdeois w100 GB{day
© Hunding S0% gliscount ovar Pay-35-you-go
B rotenecks [Freview) ~ 200 GB/day
55% cliscount over Pay.as-you-go
Configuration
~ 300 GB/day
B Do conneciens 7% Giseount Gvar Pay-35-y0u-9o
& anayies ~ 400 GB/day
Al Blaybooks 55% cliscount over Pay-35-you-go
B Community ~ 500+ GB/day
B Seming 60% giscount over Pay-35-you-go
" Pay-as-you-go Current t e'v
Per GB

5. Select the Workspace settings at the top menu; this selection takes you to
the Log Analytics workspace. Scroll down the menu to Settings and select the
Advanced settings from the left menu.

Home > Azure Ssntinel workspaces » Azure Sentinel | Settings >
.@ CorpAnalyticsWorkspacel =
"R Log Anshyties werkipace

['—' Search (Curle)) | ‘ [ Cwiete

B Overviaw Resource group (changs) © corp-analyites-rg

B acmiviey leg Status : Astive
Fa Access control [LAM) Location : EamUS
* ny Subscrigtion [change) Azure subscription 1
Subseripthon 1D cb54a82d-6500-26e0-b3F
& Diagnose and sohve problems
Tags (changs) 1 Chick hare wo add g
Setuings * Essentials
B Lo 3 y
Get started with Log Analytics

BB scpon nemplate
% Log Anatytics coliects data from a variety of sources an
. IAGANES IIsAQRTIAG give you insights into the operation of your applicatior

D access the compieze set of ool for monitoring all of y
£ Advanced settings ] ¥

I SEREP r

6. Once the Advanced settings pane opens, click the Data connector, and it
defaults to Windows Event Logs. From the Search menu, start typing the word
Application and select it from the menu displayed.
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» Azure Sentinel | Settings > CorplnalyticsWerkspacel »

O Refwsh @ Lo [ 5o

Collect events from the following event logs

2 Connected Sources > E2 Windows Event Logs > t ‘I
| ACUVE WELION) WD SEreiE
& vata > B2 Windows Performance Counters >
IR Computer Groups > O Linux Performance Counters >
o 15 Logs >
B Custom Fields >
B Custom Logs >
BH sisieg >

7. Select application and click the + button to add. You can leave all the defaults
checked, Error, Warning, and Information. Repeat the search for Setup and

System.
Collect events from the following event logs
58 Windows Event Logs > PEREY s ek
D ” LOG NAME ERROR WARNING  INFORMATION
&8 Windows Performance Counters > Apphcason (/] Remeve
Sewp Remove
O Linux Performance Counters > Symem ] a Remove

b IS Logs >
B Custom Fields >
B CustomLogs >
B sysieg >

8. That completes the setup for this exercise. Before returning to the Azure
Sentinel Overview page, take a moment to select each of the other options.

The Azure Activity log displays subscription-level events from the Azure Resource Manager
data, the APl operations: DELETE, PUT, POST.

If you click Computer Groups, select WSUS or SCCM; notice you have the option
to import data from these systems into Sentinel. Customers that have deployed SCCM
to manage their systems can import the SCCM database information to help populate
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Sentinel with workstation and server data. Customers that have deployed WSUS in
their production systems can also share the information collected (refer to Figure 5-6).
The data collected is used by Sentinel to have an individual machine inventory beyond

current patching levels.

Advanced settings

h P Logs

3_" Connected Sourcas > s Saved Groups >

ﬁ Data > 4 Active Directory >

I Computer Groups > = wsus >
No collections imported yet

[ SCCM >

Figure 5-6. System Center Configuration Manager import options

The information available from the Azure platform through the data connection
exercise allows all Azure Activity logs to flow into Azure Sentinel and perform the Al
analysis on the information. The data provides event data to display when an edit was
made by an identity (user or system), what was the edit, and when it changed. Follow
the enable data connector exercise a few more times to enable more (low-cost) data

analytics by enabling these connectors:
o Azure Active Directory
e Azure Active Directory Identity Protection (enabled from Chapter 1)
e Azure Information Protection
e Azure Advanced Threat Protection

During a Proof of Concept (POC), you should enable data connectors that have
a cost associated with the data service. Enable these connectors in production once
you have chosen to purchase the Azure Security Center standard tier for your Azure
subscription or a few individual Azure resources.

e Azure Security Center (standard tier pricing required)
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You may have additional data connectors to complete in your production
environment. From the Azure Sentinel Data connectors pane, scroll up to Amazon Web
Services, Cisco, CyberArk, and Forcepoint and down past Okta, Symantec, and Zscaler.
Each connector has a guided installation process to allow you to leverage all the data
from many current security solutions in place.

In our jacobslab site, we have six connectors streaming data into Sentinel (refer to
Figure 5-7), and for the next few topics in this chapter, you gain a deeper insight into the
strength of Azure Sentinel as a cloud SIEM solution. Topics covered in the remaining
chapters use the configuration in both Azure Security Center and Azure Sentinel to
continue blue team hunting with real-world examples.

Home > Azure Sentinel workspaces

=== Azure Sentinel | Data connectors

)
Selected workspace: ‘corpanalyticsworkspace1’
K2 Search (Ctri+)) | “ :_) Refresh
== a
General &S G4 =6 al
Connectors Connected Coming soon
© Oveniew
& Logs |f Search by name or provider
& News & guides Providers : All Datz Types : All Status : All
Status T, Connector name Ty
Threat management
i Incidents I - Threat Intelligence Platforms (Preview)
L ! A £t
iicrosott
& workbooks
© Hunting oy Threat intelligence - TAXII (Preview)
e = Micrasaft
& rotebooks (Preview)
e Trend Micro
Configuration Trend Micro

B Oata connectors
VMware Carbon Black Endpoint Standard (Preview)

& Analytics Vihsane
Al Playbooks = Windows Firewall
& Community Micresoft
& Settings o Zimperium Mobile Threat Defense (Preview)
Zimperiurmn
- Zscaler

Figure 5-7. Sentinel data connectors that are connected and streaming data
If you'd like to validate data is being streamed, from the Sentinel Overview page, click
settings on the lower-left menu. A data graph like the one shown in Figure 5-8 should

be displayed. In the exercise, you connect to a small subset of data connectors, and the
best practice is to collect data that is meaningful to your business. As different solutions
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gather large volumes of data, you should consider the cost of storing duplicate data.
Send relevant data that can be viewed as actionable for the Security Operations Center
(SOC) teams.

Data ingestion (Last 31 days)

I pamause

You consumed 0.2 GB data.

Data retained per solution (Last 31 days)

Figure 5-8. Data ingestion and data retained (last 31 days)

The next section teaches you some of the areas provided by a SIEM solution with
additional examples guiding you through the remaining chapters.

Using Azure Sentinel

You may need to wait up to 24 hours for the connected data streams to start processing
in the Sentinel Al engine. Open the Azure portal, search for Azure Sentinel, click the
icon, and review the Sentinel overview. You may see something similar to Figure 5-9
from the jacobslab.com site.
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Figure 5-9. Sentinel overview page 24 hours after data streams connected

You will learn about each of the major views of Azure Sentinel through each topic as
your journey continues.

Logs Pane

When you first go to the Logs blade, the example queries are displayed and are a good
start to begin learning how to formulate Kusto Query Language (KQL) queries. You
should see a view like Figure 5-10 for the Logs page. You should take time to try the
individual sample queries to gain insight into the query syntax and if there is any initial
data in the logs for Sentinel to display. Remember if you're not collecting the data, there
are no results in the predefined queries.

187



CHAPTER 5 AZURE SECURITY CENTER AND AZURE SENTINEL

Heme > Azure Sentinel workspaces »

« Azure Sentinel | Logs # X

BER  Selected workspace: ‘corpanalyticsworkspace ]

|;—' Search (Cri+/) *
General Example queries @D sy show Bxample quesies @ | Documentation = X
S Ovioen Type | (e add e
W Logs
& News & guides * Favorttes API MANAGEMENT SERVICES (]
Theeat managerment All Queries Error reasons breakdown Logs of the last 100 calls
- Ereakdown of all emor reasons in the last 24 houwrs. Get the logs of the most recent 100 calls in the last 24
& Incidents APl Management ... g og!
B workbocks App Services
sritirs Application Gatew...

© Hunting PP o -
& Notebooks (Preview) Application Insights

. " Automation account
sl Number of calls by APls Bandwidth consumed
[ Dats connectors Azure Cosmos DB View the number of calls par &P in the last 24 hours. Total bandwidth consumed in the last 24 hours.
& hoakitice Azure Database for...
W Playbooks Azure Database for...
& Community Azure Database for... Run .. Run
£ settings Azure Spring Cloud

Figure 5-10. Sentinel Logs page with example queries

Click the X on the top right of the Example queries screen (not the X to close
Sentinel) to remove the Example queries screen. This Example queries screen can get
redundant to review this screen after learning more about the queries. Another way to
review some of the KQL syntax is to use the Query explorer on the top-right side of the
Logs page; please refer to Figure 5-11 to enable the Query explorer.

< example queries [3 Query explorer & M~
Figure 5-11. Query explorer view, settings ‘gear” and help icons

Click the Query explorer icon to display the many different queries to reveal data
logs. Figure 5-12 shows the expansion of some of the solution queries tree view. The
Query explorer button allows you to add your custom queries to this listing. You can
mark any of the queries as favorites by using your mouse and enabling. If you click any of
the trees and expand some of the page icon views, the query displays back the logs view
so you can run the query. Each time you click a query, a new tab opens.
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&£ All Process name.... « -+ BT Example queries [ Queryexplorer 52 [ v
CorpAnalytics\Workspace1 m | Time range : Last 24 hours | B save v @ Copylink
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Figure 5-12. Query explorer displaying solution queries examples

If you click under Security, as shown in Figure 5-12, and run “All Process names

that were running,” there is a list of processes running on systems. As you go through

additional Azure security topics, more queries are provided in this book.

Note With a Microsoft email account, you can learn KQL skills at a free demo site
at https://portal.azure.com/#blade/Microsoft Azure Monitoring

Logs/DemoLogsBlade.

Analytics Pane

Analytics integrates with artificial intelligence (AI) and machine learning (ML) to assist

and provide you with relevant information and reduce the raw number of alerts that are

required to be investigated as a cloud security team member.

Azure Sentinel has many rules that are not enabled by default, and before you

enable them, you can test each based on the rule and data you are collecting in your Log

Analytics workspace.
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ACTIVATE ANALYTICS RULE TEMPLATES

1. From the Sentinel Overview page, click the Analytics menu on the left-hand
menu and select the Rule templates at the top of the screen.

Home > Azure Sentinel workspaces »

4 Azure Sentinel | Analytics

Selected workspace: ‘corpanalyticsworkspace 1’
| £ search (ctri+n | & =+ create v () Refresh ® enable © pisable [§ Delete
General & 2 Rules by severity
Active rules High {2)] Medium (0) | Lew (0] | Infarmational {0}
@ Cvenview
P Logs Active rules Rule templates
& N i =
News & guides D search
Threat management Severity : All Rule Type : Al Tactics : All Data Sources : All
& Incidents
SEVERITY T4 NAME Ty RULE TYPE T4 DATA SOURCES TACTICS
d Workbeoks
High Create incidents based on Az... 38 Microsoft Secur... Azure Security Cent...
© Hunting ,
High Suspicious application conse.. (U Scheduled Azure Active Direct... € >
& nNotebocoks (Preview) 2
High Known Phosphorus group d... @ scheduled DNS (Preview) +4 @ % command and ...
Configuration 0 o
: High Known IRIDIUM 1P @ scheduled Cffice 365 <100 ® Command and ...
Data connectors - " = -
i High Createincidents based on Az..  $8@ Microsoft Secur..  Azure Active Direct...
4 lytic
L High THALLIUM domains included.. (0 Scheduled DNS (Preview) +3®  © &

2. The default view provides all four severity level rules to display. Click Severity
and unselect all but medium rules.

&2 Rules by severity
Active rules W High (2} Medium (0] | Lew (0) | informational (0}

Active rules  Rule templates

|P search
Severity : All Rule Type : All Tactics : All Data 5t
5 Severity RULE TYPE T,
Medium i) ssedon Az.. B8 Microsoft:
(=) selectai tion conse... (U Scheduled
[ nformationsi sgroupd.. (O Scheduled
Hig D Low M 1P @ scheduled
Hig ﬂ Medium ats based on Az.. 8B Microsoft:
Hig D High smains included... (Y Scheduled
Hinh Craate incidents hated nn Mi.. 28 Microsoit !
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3. Use your mouse to click the Severity pop-up window behind the selection
options and click OK.

Active rules Rule templates

P Search
Severity : All Rule Type : All Tactics : All Data Sources : All
s Severity RULE TYPE Ty DA
asedonAz. S8 Microsoft Secur.. A
tion conse.. (O Scheduled Az
o JmETe
- isgroupd.. (O Scheduled DN

4. Now only the Medium Severity rules are displayed. As an example, click the
RDP Nesting rules to expand the window on the right-hand side and start to
create a rule journey by clicking Create rule.

Severity : Medium Fule Type : All Tactics : All Data Sources: All Description
Igentifies when an ROP connection is made to a first
gystem and then an RDP connection is made from the

4 NAME 7. 1
SEVERITY" 44, 13 RULETYRE %3 DATA SOUIRCES Becs first gystern to another systern with the same account
. o P il £ : «  within the 60 minutes. Additionally, if historically daily
Medium Full Admin policy created an... A Scheduled Amazon Web Senvic... P Privilege Escalat. RDP connections are indicated by the logged EventiD
Medium User Accassed Suspicious UR.. (D Seheduled Symantec ProxySG (.. ™ Defense Evasion Ac2¥ whth LogonType =10
Medium Rare application consent @ scheduled Azure Active Dirgct... Om Diata sources
i Security Events
Medium SharePointFileOperation via.. (U Scheduled Office 365 B Exiltration wr SecurityEvents (8/20/20, 05:04 PM
Medium Process execution frequency .. (9 Scheduled Security Events ¥ Execution
S Tactics
Medium RDP Nesting © scheduled Security Events i Lateral Moveme... @3 Lateral Movement
Medium New High Severity Vulnerabil. (9 Scheduled Qualys Vulnerability... B Initial Access

Rule query
Medium Office pelicy tampering (O scheduled Office 365 ve ) let endtime = 1d;
let starttime = 2d;

Medium Security Event log cleared (@ scheduled Security Events "™ Defense Evasion /# The threshold below excludés i 1B
Medium Anemalous sign-in lacation .. @ scheduled Azure Active Direct.., Bl initial Access ’ ' =

Medium Brute force attack against Az.. (Y Schaduled Azure Active Direct... W& Credential Access O nete:

Medium CliertDeniedaceess (O scheduled Symantec VIP (Previ... R Credential Access & ::: l:‘:f:;‘g:::::;’;ﬁ'ﬁ:r fou
Medium Group added to built in dom.. (9 Scheduled Security Events el ]

e
5. Review the Analytic rule wizard information. You can change the Severity here;

click the down arrow next to severity, if your business identifies RDP sessions
made, as a higher or lower severity. Click Next: Set rule logic.
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Analytic rule wizard - Create new rule from template
RDP Nesting

General  Setrule logic Incident settings (Preview) Automated response Review and create

Create an analytic rule that will run on your data to detect threats.
Analytic rule details

Mame *

RDP Nesting |

Description

Identifies when an RDP connection is made to a first system and then an RDP =
connection is made from the first system |
to another system with the same account within the 60 minutes. Additionally, if

Tactics

& Lateral Movement e |

Severity
[[ Medium v |

Status

(d T - Y
(QEEEIESY Disabled )

Mext : Set rule logic >

6. Review the Set rule logic options; notice the query schedule attributes and
adjust the query if your Azure environment requires different scheduling. Click
Next: Incident settings.

Analytic rule wizard - Create new rule from template
RDP Nesting

URL Choose column ~ | Add

Query scheduling

Run query every *

1 | | Days (Preview) R

Lookup data from the last * (O

8 | | Days (Preview) v
Alert threshold
Generate alert when number of query results *

Is greater than hd | | 0
Suppression

Stop running query after alert is generated (0

Next : Incident settings (Preview) >
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7. Notice the Incident settings will create an alert when this rule is triggered. If you
are TESTING a rule to validate how much noise it will create, disable this option.
Select the Next: Automated response to continue.

Analytic rule wizard - Create new rule from template

ROP Nesting

General Set rule logic Incident settings (Preview)  Automated response Review and create

Incident settings (Preview)
Azure Sentinel alerts can be grouped together into an Incident that should be looked into.
You can set whether the alerts that are triggered by this analytics rule should generate incidents.

(@XT) oisabled )

Alert grouping
Set how the alerts that are triggered by this analytics rule, are grouped into incidents.
Grouping alerts into incidents provides the context you need to respond and reduces the noise from single alerts.

Group related alerts, triggered by this analytics rule, into incidents
(i G
( Enabled (QEEbEY)

mit the group to alerts created within the selected time frame

Group alerts triggered ¢s rule into a single incident by

—
| Previous 1 Next : Automated response >

8. There are no other changes needed, except the defaults through the
“Automated response,” and the rule is created.

You begin to create playbooks and hunting exercises in additional chapters.

There is a great deal of work to review with Azure Sentinel, and you may agree it
requires a technical how-to book on this subject and the pages would be full. One of the
focus topics you learn is the graph that incidents the scope of the intrusion and provides
the root cause to the incident. Review Figure 5-13 to see the investigation pattern and all
the known systems affected.
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Figure 5-13. View of the Investigation graph display logon by an unfamiliar
principle

This short introduction continues in the remaining chapters; however, you look at
hunting before you continue. If you have a new deployment of Azure Sentinel, there
may not be incidents to investigate. There are many powerful built-in hunting queries to
begin the automation of the investigation.

Hunting

Cyber security blue team hunting is a critical component and can be exceptionally
difficult in the Azure Cloud VNet hunting ground. Hunting for security threats in Azure
Sentinel highlights the most powerful features within Azure Sentinel. Cloud security
team members are responsible for investigating threats and ending them as soon as
possible in the cyber security “kill chain.” Acting on alerts is mainly a reactive response;
however, Azure Sentinel provides early warning of Indicators of Compromise (I0OC), as
anomalies are discovered in your Azure subscriptions. Refer to Figure 5-14 to see the
default hunting pane from jacobslab.com.
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¢ Azure Sentinel | Hunting

Selected workspace: ‘corpanalyticsworkspacel’

[/’J Search (Ctrl+ /)

| «

General

@ Overview

#® Logs

& News & guides
Threat management

B Incidents

B workbooks
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* Changes made to AWS IAM policy Microsoft  AWSCloudTrail
*  Consentto Application discovery Microsoft  Auditlogs +1 (@
*  Rare Audit activity initiated by App Microsoft  Auditlogs
*  Rare Audit activity initiated by U... Microsoft  Auditlogs +1 @
K azure storage key enumeration Microsoft  Azuredctivity
*  DNS commonly abused TLDs Microsoft  DnsEvents
% DNS Domain 2nomalous lockup ... Microsoft  DnsEvents

< Previous

1-25 [ Mexts> |

About hunting cf'

(@) Rare Audit activity initiated by User

Microsoft Q- i AuditLogs
Provider Results Data Source
Description

Compares the current day to the last 14 days of audits
to identify new audit activities by OperationName,
InitiatedBylUser, UserPrincipalName, PropertyName,
newValue This can be useful when attempting to track
down malicious activity related to additions of new
users, additions to groups, removal from groups by
specific users.’

Created time
83172019

Cuery

let current = 1d;
let auditlLookback = 14d;

Run Query | View Results

Figure 5-14. Azure Sentinel Hunting pane using the MITRE ATT&CK matrix

Azure Sentinel’s hunting feature offers

e Built-in queries

o Kusto Query Language

¢ Bookmarks

¢ Notebooks

Microsoft continues to invest 1 billion US dollars a year in cyber security R&D.

The Sentinel queries are developed by Microsoft security researchers and offered as

an example library to start blue team hunting. The use of KQL with Log Analytics and

Azure Sentinel hunting for attacks and compromised systems allows you to build queries

to identify and track down anomalies quickly. Using the Log Analytics Workspace

data with Sentinel, you create your own bookmarks for queries that can be quickly

reused. You should review the hundreds of KQL queries and playbooks in GitHub (now

owned by Microsoft); there is a full list of KQL examples on the Azure Sentinel hunting
repository at https://github.com/Azure/Azure-Sentinel. Microsoft has reengineered
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and customized the Jupyter Notebook used with the support of the Azure Machine
Learning (AML) platform for analyzing your security data in Azure Sentinel. Jupyter
Notebooks are workflows with a specific use case to check.

Azure Sentinel is a SIEM server in the cloud that supports the centralized
management of inventory software that collects and responds to security events
occurring in the Azure Tenants, subscriptions, and IaaS and PaaS services. Azure
Sentinel provides alerts, filters data, and more for your cyber security blue team hunting.

Summary

In this chapter, you configured Azure Security Center by enabling the clients to be
installed on the existing VMs, and you migrated to the standard tier to obtain the most
benefits using Security as a Service. You enabled email notification and began receiving
security health summaries.

You enabled Azure Sentinel and connected to the Log Analytics workspace created
in Chapter 4. The data connectors available in Sentinel continue to show the integration
value of the Security Center security discovery. Next, we expand on the cyber security
findings and remediation from Azure Sentinel as you continue to learn about Azure
security optimization.
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CHAPTER 6

Azure Kubernetes Services:
Container Security

In this chapter, you learn the business use case for Azure Kubernetes Services (AKS),
understand the fundamentals of containers, and learn how to maintain a secure
Kubernetes cluster. You need to understand the underlying container ecosystems and
how Kubernetes supports the management of hundreds and thousands of containers.

The main focus in this chapter is the velocity that a microservices management
platform of Kubernetes provides for the business and the need for Azure operations
teams to manage and secure Kubernetes services in Azure. The processes to support
Infrastructure as Code (IaC) improve cloud maturity processes. IaC includes the
processes that mature companies need, to enable Virtual Machines in the cloud.

VMs are created using repeatable automation deployment processes, scaling to
hundreds of VMs, which is measured in minutes. As a comparison, Microservices, like
containers in the cloud, are created using repeatable automation processes, scaling to
thousands of containers, which is measured in seconds. The velocity to build a business
DevOps platform can be finalized in minutes or seconds.

To better understand how to secure a container cluster in the Azure cloud, you must
first know how to deploy, scale, and update clusters. To create an Azure container cluster
you must gain knowledge using Azure container instances and designing a compute
strategy for Azure Kubernetes Services (AKS). Containers are the de facto microservice
architecture companies are leveraging. Docker containers and Kubernetes management
work together. You gain an understanding of microservices and gain a brief lesson
on how containers started and gradually increase your knowledge and security best
practices for AKS along the way. In this chapter, you learn

e Microservices

o Containers, Docker, and Kubernetes
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e Azure Kubernetes Services and security
e AKS security with Security Center and Sentinel
o Kubernetes security with Azure Policy

First, you are introduced to microservices to gain an understanding of this architecture
and how it is the foundation of containers. As you learn microservices management, you
begin to realize it is one of the fastest development skill sets needed in the market; you need
to know why containers are beneficial and how to secure them for your business. You learn
how microservices relate to containers, Docker, and Kubernetes and how the microservice
architecture can be secured. You then are provided with methods to secure the containers in
an AKS deployment, design, and verify the security using Azure cloud security services.

Microservices

Before adopting a microservice architecture, you need to understand the components
that make up a microservice; rather than provide you a definition, understanding may
be best if you learn what business, DevOps, and security problems a microservice solves.
A microservice is a small code and runs on a small virtual compute instance. The use of
many small code instances together is sometimes referred to as a design pattern. Using
a logical description, you can begin to define a microservice as a small application, a
single service, or several small services running in an isolated process. The service is
very lightweight and used for business capabilities (i.e., applications or services), and
because it is independent, it can be deployed and redeployed without interruption of the
overall business application.

Deployment of the lightweight service also introduces isolation of the service. The
services are decentralized, so governance and management are needed. Another concern
is data management and data confidentiality; they are both a security consideration also.
The microservice infrastructure should be autonomous and self-supporting with an overall
design to self-heal from failure. One of the main benefits of a Microsoft architecture is the
support of DevOps to increase deployment speed without compromising the system.

There are many publications on the history of software engineering that start with
monolithic methods, waterfall methods, and up through agility deployment. Software
deployment has always had the need to be a high-quality solution to provide value
to customers and businesses. Software development life cycle needs to be as short as
possible and continuously improved.
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The adoption of a microservice architecture helps to minimize the cost but also
reduce the complexity of the multimonth development time. A DevOps team can use
the individual services as software projects to rapidly produce a product. All the mini
services coupled together become the business solution. Beyond the components that
define the microservice, how does adopting microservices benefit the business? A
composable architecture leads to the use of containers as the delivery foundation for a
microservice. Refer to Figure 6-1 to gain a visual representation of a historical monolithic
architecture vs. a microservice architecture with service separations.

Monolithic Microservices
Architecture Architecture
= T e
\‘_______________/
Microservice Ul C Microservice j
User Interface o E

=

\.‘___________/

Business Layer

Microservice

Microservice

Microservice

_——

‘\h__________,-/
Data Interface
Data Data
\‘_________________._/ I S _.___J

Figure 6-1. Monolithic and microservice architectures with separation of services

A new term you should begin to appreciate is “disposable,” because when adopting
microservices, each service is quickly instantiated, cloned (for elasticity), and destroyed.
The modularity of a microservice supports the programming team and application
deployment team by using many tiny modules. There are many small moving parts
that are easy to develop but still require updating and expanding. One of the challenges
includes the functionality to support Continuous Integration (CI) and Continuous
Deployment (CD). Microservices support individual services to be destroyed and
replaced with updated services using an automated Continuous Integration/Continuous
Deployment pipeline.
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One of the challenges for adoption of microservices architecture includes DevOps,
Agile, and Lean methodologies. You need to create processes that support a single model
that allows tool and platform adoption. However, adopting microservices supports a
large ecosystem of tools for code development and release management. The toolchain
for cloud deployment with microservices is the correct infrastructure to support both the
code repository and disbursement of DevOps team members.

You also need to be aware of the term “immutable” in a computer system or services.
Immutable systems are services that are not susceptible to change. In contrast to the term
immutable is the requirement for microservices to be part of a mutable infrastructure. This
type of infrastructure is continually updated, changed, and tweaked to support the service
requirements. A “Day One” deployment is a known state of configuration. Changes that
create modifications or “drift” of a known state are labeled as “Day Two.” Cloud services
are constantly undergoing change. When you want to update an “immutable” Microsoft
Azure Kubernetes Service (AKS), the control plane allows AKS administrators’ permission
to create, update, and destroy the microservice. With version control for immutable
objects, the underlying structure is easier to support and reproduce. Testing and
replication just became easier because of the immutable infrastructure components.

Containers, Docker, and Kubernetes

You can relate the use of a virtual machine (VM) running on a shared computer host
using a hypervisor and the use of containers in the same host using the same hypervisor.
The difference is that a VM has traditionally been used for business infrastructure,
replacing physical infrastructure servers with virtualizing servers. The VM includes all
physical server features, whether you need them or not. For example, VMs support disk
drives, Universal Serial Bus (USB), serial communication links, video, and options to
add more hardware (or add more virtual hardware). Containers are built for application
developers and are essentially and exceptionally lightweight processes when running.
Containers do not have the overhead of additional features that a VM supports.

Containers are built as Platform as a Service (PaaS) with the product labeled as
“image.” Virtual machines are built as Infrastructure as a Service (IaaS) with the product
also labeled as image. Containers, however, are created by layering of software when an
image is built. Only software that supports the application will be installed and running
on the container. Containers are often purpose built based on requirements of the
developer application. Containers do not support all potential applications that could be
required to run on a VM.
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A container has less overhead and lighter weight than a virtual machine. A VM
includes the entire operating system (OS), while a container is a small, self-contained,
and complete software package that runs on an operating system. It is like a VM in
that it was designed to run on a shared OS host and supports the benefit to run on
almost any virtual host, Hyper-V, VMware, Azure, and AWS. A VM has the application
package, libraries, and dependencies included already to run any application supported
by the OS. The container has only the application dependencies required to run the
application.

Refer to Figure 6-2 to gain a visual representation of the difference between a VM
and a container.

Virtual Machines
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Figure 6-2. Visual representation of a VM and container

Docker is a PaaS product that requires a virtualized host to run the container. Docker
supports a software method to build, run, and store container images. Containers,
by default, are isolated from other containers so they include all the libraries and
configuration files to run. This isolation is referred to as a namespace. Each container
runs in a separated namespace which limits the access to that specific container.
Containers were initially created to run on Linux servers and today are supported
and deployed on Windows OS as well as most hypervisors’ software. Docker created
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a complete solution and container utilization. Docker is a market leader and often is
synonymous with the process to build, host, and store container images. There are four
major components of Docker:

e Docker process
e Docker objects
e Docker images
e Docker registry

The software process that runs the container is often a Linux daemon; on Windows OS,
itis a service. The process that runs the container is called “dockerd” and often referred to as
the Docker Engine. This process manages the container, listens for requests, and allows user
interaction. Docker objects are images, containers, and other services. For the purpose of this
discussion, you can refer to them as container. A Docker image is a read-only template used
to build the purpose-built container. Finally, the registry is a repository for all the images that
have been finalized. The Docker registry supports the download of any image, which is called
apull. And if you create an image, with Docker “compose,” you can push an image into the
registry. The management of Docker containers is supported through Docker Swarm. Swarm
management features include listing nodes in a cluster, creating new nodes, and removing
nodes from a cluster. Docker Swarm had some initial shortfalls when managing containers at
scale, so that allowed the container market an entry for Kubernetes.

Kubernetes created a foundation for managing containers, and the business model
was designed to ease requirements of developers to host, share, update, and remove
containers at scale. Remember the velocity of container deployment to thousands of
containers is measured in seconds.

Kubernetes is an open source container orchestration system. And, like Docker,
it has specific definitions of individual components that work together to deploy,
manage, and scale applications. The design of Kubernetes, originally at Google, and now
maintained by Cloud Native Computing Foundation, is loosely coupled and extensible
for different workloads. This supports the use of Kubernetes on Azure, Google, AWS,
VMware, and so many other platforms. Kubernetes has several individual resources,
including for our Azure security learning:

e Management plan
o Nodes

¢ Pods
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When you see the term Kubernetes, you need to visualize in your mind this is the
entire cluster service and not an individual component. Refer to Figure 6-3 to gain
insight into the Kubernetes solution.

Note Learn more about Kubernetes at https://kubernetes.io.
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Figure 6-3. Kubernetes components with control plane and worker nodes

Kubernetes is deployed in a cluster which can be divided into two main areas of work
distribution. The two areas of Kubernetes are the control plane and worker node; together
they create the cluster. For our security conversation, you do not need to know the details
of all the objects but what service they provide. You first need to know that the Kubernetes
control plane is composed of services that are like any stand-alone computer OS. There is
an interface to send and receive commands, API server, scheduler (to assign new pods to
run in a node), and “etcd,” a highly available key store to manage cluster data.

Another term the Azure cloud security and operations team need to remember
is “ephemeral” The definition can be associated with temporary, as in a container
is ephemeral when added to a pod to accomplish a specific action. For another
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comparison, Azure supports an Ephemeral OS disk to support stateless workloads using
a Shared Image Gallery. Ephemeral containers could be used to provide an inspection
service; once inspected, the container is removed.

Kubernetes runs one or more than one container in a collection which is called a
pod. The worker node is a virtual machine, managed by the control plane. The control
plane manages one or more containers that all share the storage and networking.

On the node runs the agent called a “kubelet,” and it runs on every node in the
cluster. The kubelet is responsible for running healthy nodes. From a security view,
Azure would need to leverage the health through the use of kubelet data and some add-
on daemon services. As an example, the Domain Naming Service (DNS) is an “add-on”
service, which is required by the Kubernetes service to identify pods and containers
in the pods. Another add-on is the container resource monitoring service to provide
metrics about the cluster. Security controls for each of these “add-on” services can be
resource challenging.

Finally, you should be aware of the pod security settings that are applied to limit
privileges and access control on a per-pod basis. The enforcement is completed through
policy-based definitions. The pod security policy is a cluster-level security control. The
augmentation of security and possibly the replacement of the pod security policy are
security points of interest for Azure Kubernetes Service. There is an exercise at the end
of this chapter that demonstrates the engineering complexity of open source security
policy inclusion with Azure Policy definitions.

Azure Kubernetes Services and Security

Azure cloud services host the Kubernetes control plane and nodes as a service so you
do not need to build the individual container objects like the API server, schedule,
kube-controller-manager, cloud-controller-manager, and etcd key-value store. As

you have learned about Docker containers and Kubernetes cluster management, the
authentication and authorization are used to secure these services. With the integration
in the cloud, Azure Kubernetes Services (AKS) offload the responsibility to the Azure
services. You can gain a greater insight by using the Azure portal to create an Azure
Kubernetes Service deployment.
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AZURE KUBERNETES SERVICE CREATION

This example uses the basic network configuration to gain a perspective of the AKS
automation features quickly. Additional security considerations for the advanced network
configuration are discussed in this chapter.

1. From the Azure portal, search for Kubernetes services. Select the + Add option
to Add Kubernetes cluster.

Home >

Kubernetes services =

jacobslabs (Default Directory)

+ Add v 133 Manageview v () Refresh L Exportto CSV 5 Open query @ Assign tags & Feedback
== Add Kubernetes cluster z +
ally Type == (all) Resource group == (all) X Location == (all) 7 Add filter
+ Register a Kubernetes cluster with Azure Arc
Showing 0to 0 ot 0 records.
Name T Type TL Resource group T Kuberne...
O
0oQ
|
w
Mo Kubernetes services to display
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2. Since this may be the first time you create a cluster through the portal, select
the subscription to create AKS. Enter a new resource group name to allow easy
cleanup after the testing. Enter a unique Kubernetes cluster name. Leave the
version default, but select the down arrow and take note there are older and
new versions that could be created. Change the node count = 2 and select
Next: Node pools.

Home > Kubernetes services >

Create Kubernetes cluster

Azure Kubernetes Service (AKS) manages your hosted Kubernetes environment, making it quick and easy to deploy and
manage containerized applications without container orchestration expertise. It also eliminates the burden of ongoing
operations and maintenance by provisioning, upgrading, and scaling resources on demand, without taking your applications
offline. Learn more about Azure Kubernetes Service

Project details

Select a subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all
your resources.

Subscription * (D [ Azure subscription 1 N |
" Resource group * (@ | (New) jacobsaks-rg ~ |
Create new

Cluster details

Kubernetes cluster name * @ [ jacobslab-aks \/l
Region * © | (Us) East US v |
Kubernetes version * (0 l 1.16.13 (default) v |

Primary node pool

The number and size of nodes in the primary node pool in your cluster. For production workloads, at least 3 nodes are
recommended for resiliency. For development or test workloads, only one node is required. You will not be able to change the
node size after cluster creation, but you will be able to change the number of nodes in your cluster after creation. If you would
like additional node pools, you will need to enable the "X" feature on the "Scale” tab which will allow you to add more node
pools after creating the cluster. Learn more about node pools in Azure Kubernetes Service

Mode size * () Standard DS2 v2

Change size

Node count* O
< Previous | Next : Node pools >
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3. There is no option to change from the default settings; however, you should be
aware that if you enable the virtual nodes option, Azure can burst the number of
serverless nodes. Select Next: Authentication.

Home > Kubernetes services >

Create Kubernetes cluster

Basics  Node pools  Authentication Networking Integrations  Tags  Review + create

Node pools

In addition to the required primary node pool configured on the Basics tab, you can also add optional node pools to handle a
variety of workloads Learn more about multiple node pools o

-+ Add node pool [ii] Delete
Name 0S5 type MNode count Node size
D agentpool (primary) Linux 3 Standard_DS2_v2

Virtual nodes

Virtual nodes allow burstable scaling backed by serverless Azure Container Instances. Learn more about virtual nodes &'

Virtual nodes O @ Disabled O Enabled

VM scale sets

Enabling VM scale sets will create a cluster that uses VM scale sets instead of individual virtual machines for the cluster nodes.
VM scale sets are required for scenarios including autoscaling, multiple node pools, and Windows support.
Learn more about VM scale sets in AKS &

VM scale sets © (O Dpisabled (®) Enabled

© VM scale sets are required for multiple node pools

| < Previous || Mext : Authentication >
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4. Leave the default settings so Azure creates a new Service Principal Name to be
managed by Azure Active Directory. Leave the default selection to leverage the
Role-Based Access Control. Select Next: Networking.

Home > Kubernetes services >

Create Kubernetes cluster

Basics  Node pools  Authentication  Networking Integrations  Tags  Review + create

Cluster infrastructure
The cluster infrastructure authentication specified is used by Azure Kubernetes Service to manage cloud resources attached to
the cluster. This can be either a service principal & or a system-assigned managed identity G\

Authentication method @ Service principal O System-assigned managed identity

Service principal * O [ (new) default service principal
Configure service principal

Kubernetes authentication and authorization
Authentication and authorization are used by the Kubernetes cluster to control user access to the cluster as well as what the
user may do once authenticated. Learn more about Kubernetes authentication &

Role-based access control (RBAC) (O @ Enabled O Disabled

AKS-managed Azure Active Directory () (O Enabled (®) Disabled

Node pool OS disk encryption

By default, all disks in AKS are encrypted at rest with Microsoft-managed keys. For additional control over encryption, you can
supply your own keys using a disk encryption set backed by an Azure Key Vault. The disk encryption set will be used to encrypt
the OS disks for all node pools in the cluster. Learn more o'

Encryption type (Default) Encryption at-rest with a platform-managed key v

l < Previous | | Next : Networking >
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5. Change the Network configuration setting to Basic, leave the other settings to
their default, and select Next: Integrations.

Home > Kubemetes services

Create Kubernetes cluster

Basics MNode pools  Authentication Networking  Integrations Tags Review + create

You can change networking settings for your cluster, including enabling HTTP application routing and configuring your
netwark using either the ‘Basic' or ‘Advanced' options:

» ‘Basic’ networking creates a new VNet for your cluster using default values.

+ ‘Advanced' networking allows clusters to use a new or existing VNet with customizable addresses. Application pods are
connected directly to the VNet, which allows for native integraticn with Vet features,

Learn more about networking in Azure Kubernetes Service

(B Bacie e
Metwork configuration (D) @) sasic () advanced

Metwork settings

DMNS name prefix* (0 jacebslab-aks-dns ,
Load balancer (@ Standard
Private cluster © () =nabled () Disabled
Network policy © .’!} Nene O Calico
@ The Azure network policy is not compatible with basic g.
HTTP application routing © O ves (8 no

[ <Previous ][ Next: integrations -

6. The default setting is to enable container monitoring; in this exercise, we
selected the same Log Analytics workspace created in Chapter 4 exercises.
Skip the Tags page and select Review + create.

7. If there are no validation errors, select Create.

Once the deployment is complete, select the option to go to the resource.
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AKS provides many benefits by running Kubernetes as a service to reduce the
manual work like security updates; Azure takes this action to upgrade etcd. Maintenance
upgrade clusters are backup and support of autoscaling. The provision of services in
the PaaS uses the underlying elasticity of the Azure cloud platform. The monitoring of
cluster health is required for the entire architecture and is included with Azure services
like Azure Monitor, Log Analytics, Security Center, and Azure Sentinel. Refer to Figure 6-4
to review the deployment of AKS from the completed exercise.

Home > microsoft.aks-20200830153147 »

2= jacobslab-aks =

Kubernet;

« & connect [8] Delete () Refresh

& Overview = & Essentials

11613
B actwiyleg

| Succsacad  jacobstabeaks-dns-deShThad hep esstus.azmicds io
. Access conteed DAM)
ocation 1 EastUs

® Taos

£ Diagnose and solve problems

@ Securtty

Tags (change)

Kubermetes resources ’ 5
Properties  Capabilities

Bl mamespaces (praview)
5 Kubernetes services = MNatworking

11833 AP sery

% Workloads (preview)

ress Jjacobslab-aks-ons-desbThad hep.eastus azmkasio

&, Services and ingresses (previe. .

Mot enabled Network type (plugin)  Basic (Xubenet)
Settings
= Node pools &, Nedepooks
Kode pools 1 node pool
i configuraon Kubermetes versions 11613
“ scale Nede sizes Standard_DS2_v2
& Networking Virtual node pools Mot enabled

Fa Oev Spaces
[} Integrations

Contziner insichts Enabled

% Ceployment center (preview)

Figure 6-4. AKS deployment in the jacobslab subscription
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AKS SECURITY WITH KUBERNETES ATTACK MATRIX

You learned in Chapter 5 about the MITRE ATT&CK framework as a knowledge base of known
tactics and techniques used by adversaries to attempt cyber attacks against your business.
The matrix also includes in the body of knowledge mitigation to prepare, put in place, and
defend your business. The framework is designed to follow the Kill chain; attackers start
reconnaissance (recon) on the left-hand side (kill chain figure) and attempt to exploit an
application or configuration vulnerability. They want to remain persistent in your network,
come back later by installing a “back door,” and steal your company data during exfiltration.

Weaponize
Delivery

/

Installation ) k Exfiltration

Kill chain figure

As a cyber security expert, you attempt to identify and eradicate the attacker closer to the left
side of the Kill chain, a phrase called “shifting security left.” Stop the attacker early in their kill
chain processes. You do have an attack matrix for the overall infrastructure and application
security; what about a security matrix for microservices?

An Azure Kubernetes Service (AKS) is a service that requires Microsoft to support customer
deployment of AKS to have adequate detection and mitigations. Kubernetes is a microservice
with many parts that require security controls. Microsoft has created a Kubernetes ATT&CK-
like matrix to help with addressing the security control focus.
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Initial Access Execution Persistence Privilege Defense Credential Discovery Lateral
Escalation Evasion Access Movement
Privil

Using Cloud Exec into Backdoor d Clear contai Access the K85 Access cloud
credentials container container container logs List KBS secrets APl server resources Data Destruction
Compromised bash/emd inside Writable Cluster-admin Delete K85 Mount service  Access Kubelet Container service  Resource
images in registry container hostPath mount binding events principal API account Hijacking
Kubernetes Pod / container Access container MNetwork Cluster internal
Kubeconfig file  New container Cronlob hostPath mount name similarity ~service account mapping networking  Denial of service
Applications Applications
credentials in Access credentials in
Application Application Access cloud Connect from configuration Kubernetes configuration
vulnerability exploit (RCE) resources Proxy server files dashboard files
SSH server Writable volume
Exposed running inside Instance mounts on the
Dashboard container Metadata API host
Access
Kubernetes
dashboard
Access tiller
endpoint

Kubernetes attack matrix

You can read more about the Kubernetes threat matrix at www.microsoft.com/security/
blog/2020/04/02/attack-matrix-kubernetes/.

In Chapter 4, you learned how to enable Azure Monitor services, and AKS is also a
PaaS hosted service that has hooks in Azure health monitoring and maintenance. The
AKS automated deployment service supports automation to standup Kubernetes clusters
with the control plane and agent nodes. You need to know the technical processes and
configurations of AKS security features including

e Authentication

o Container registry security
o Container security

e AKSisolation

e AKS automatic updates
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Authentication

You begin with Azure identity services, like all Azure services, leveraging Azure
Active Directory (AAD). Azure Kubernetes Services authentication and authorization
is supported for Kubernetes using Azure Role-Based Access Control (RBAC) to grant
users, groups, and service accounts permission to services. The service accounts are
granted only the access needed following your least-privileged access policy. You can
secure the cluster access to developers and operators.

Kubernetes allows access through role permissions; to deny permissions, an identity
is not included in a role. The Kubernetes design has no processes to block or deny
access; you simply have access from a role, or you do not have access because you are
not granted a role.

The role permissions are part of the namespace security you learned earlier in
this chapter, and users are granted permission to access each individual namespace.
ClusterRoles grant permissions across the entire cluster that is separate from the given
namespace.

Individual defined role permissions to Kubernetes resources are assigned with
RoleBinding. Azure Active Directory binds the roles to the Azure AD users to execute
work or take actions inside the cluster based on the individual namespace.

Kubernetes supports service accounts, and they are managed by the Kubernetes
API. Access to services requires credentials that are managed as a Kubernetes secret.
Service accounts complete work by authorizing pods to request the API server to provide
an authentication token for the service account.

The Kubernetes architecture was not designed to support user accounts for humans
in support of administrative duties or developers in the same way as Microsoft Active
Directory Domain Service (AD DS). Instead of using a rudimentary key-value pair to
store a username and password, external identity solutions integrate into the Kubernetes
cluster. Azure Kubernetes Services integrate with Azure Active Directory to perform
human users’ identity stored activities. Refer to Figure 6-5.
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Azure Active Directory

kubernetes
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Figure 6-5. Picture of AAD and API server integration

AKS providers have four built-in roles to mirror the Kubernetes built-in roles.
The master node is the control plane that includes the API server, schedule, controller,
and etcd.

Note etcd is a reliable key-value store for critical data (learn more at https://
etcd.io).

You can download at the AKS secure baseline reference implementation on GitHub:
https://github.com/mspnp/aks-secure-baseline.

Container Security

When the Azure Kubernetes Service completes the configuration, there are security
features you should be aware of. You learned about the Docker container registry earlier;
however, with AKS, you now have a private Azure Container Registry. The private
container image repository is used to pull into your Azure Kubernetes clusters.
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The container can be accessed from the AKS administrative commands from the
web API requests, so all images use the private registry. Additionally, developers no
longer need to have all the Docker compose software installed; they can use Azure Cloud
Shell. Just to remind you, this text is focused on security, and so resources are limited,
and created containers and image deployment can be found on the books on the GitHub
account.

One of the best practices to build secure images is to only include applications that
are up to date and include static and dynamic scanning on all DevOps platforms. Use
runtime libraries that do not include exploited vulnerable tools including the Linux
package managers. Malware can include Remote Access Trojan that installs a back door
into your images.

wa

ap 0P
s
Azure Kubernetes Services
(AKS)

(1]

Azure Container Instances

/ AKS Cluster (ACI)

Azure Container Registries /
(ACR)

ACR Images

a
8

Figure 6-6. Azure Kubernetes Services visual model view
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During the AKS installation exercise for testing or a Proof of Concept (POC), the

basic network option was selected to demonstrate the easy automation that Kubernetes

services running in Azure may provide. Production environments may require additional

options that may be selected to allow for a greater bursting of nodes into thousands

or hundreds of thousands. Refer to Figure 6-7 to gain a better view of the customized

networking option in the AKS journey.

Metwork configuration @

Virtual network * (@

Cluster subnet = (O

Kubemnetes service address range * ©

Kubernetes DNS service IP address * (0

Docker Bridge address * @

Metwork settings

DNS name prefix * (0
Load balancer (&
Private cluster (D
Network policy @

HTTP application routing ©

O easic (8 advanced

(New) jacobsaks-rg-vnet
Create new

(mew) default (10.240.0.0/16)

10.0.0.0/16

o000

172.17.0.0/16

jacobsaks2-dng

Standard

O Enabled fg:l Disabled

@) Mone O Calico O Azure
Q ves (® no

Figure 6-7. Advanced networking settings in Azure Kubernetes Services

You first need to look at the default Classless Internet Domain Routing (CIDR) sizes

of the clusters, Kubernetes services, and Docker bridge addresses. All three are set to /16

range or address space. Azure requires a reservation of 5 IP addresses, but if you take the

raw numbers, there are 65,534 nodes (pods), service addresses, and bridge addresses.

There can be no IP subnet overlap at the address space or subnet level.

Security configurations include Network Security Groups (NSG) and user-defined

routes (UDR), of which Azure automatically updates based on the dynamic clusters

created. It is recommended to allow AKS to manage the network; however, you can

preconfigure virtual networks to customize the inbound and outbound services. In

addition, DNS and HTTPS traffic are additional services that can be customized.
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Before this topic is closed out, there are additional details to consider when
customizing the network IP traffic. Remember that Kubernetes is an open source
community-supported service, and the use of network policy can include Azure or
Calico. Project Calico allows different Calico network policy APIs for different and
more granular policy controls. Learn more about Project Calico at https://docs.
projectcalico.org/getting-started/kubernetes/managed-public-cloud/aks.

Finally, choices for many of the Azure Kubernetes customization must be chosen
during the creation of clusters. Policy changes and advanced network settings rolled
back to basic network settings are not supported. For these two security-related
architecture decision reversals, you must destroy your AKS deployment and recreate.

Note For a very detailed explanation of AKS network management options, refer
to https://docs.microsoft.com/en-us/azure/aks/limit-egress-
traffic.

AKS Security with Security Center and Sentinel

Azure Security Center (ASC) is a cloud-native security service that you can enable to protect
container hosts like virtual machines running Docker, Azure Kubernetes Services (AKS),
and the Azure Container Registry (ACR); refer to Figure 6-8. During the AKS creation
exercise earlier in this chapter, the integration with Azure Security Center (ASC) was
enabled because this Azure subscription is being secured with the ASC standard license.
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#~ Select pricing tier by resource type

Pricing will apply to: 0 resources in this subscription

Resource Type
n Wirtuzl machines

App senvice

i A e

Storage accounts
3::‘:' Kubernetes
‘ Container registries

O Key vaults (Preview)

Azure SQL database servers

SQL servers on machines (Preview)

Resource Quantity

0 VMs and VIMSS instances
0 instances

0 servers

0 servers

1 starage accounts

0 kubernetes cores

0 container registries

0 key vaults

Pricing
$15/5erver/Month @
$15/Instance/Mon... ©
$15/5ever/vonth @
FREE during previ... @
£0.02/10k transactions
$2/VM core/Month @
£0.29/image

$0.02/10k transactions

Plan

By clicking Save, the standard tier will be enabled on selected resource types. The first 30 days are free.
For maore information on Security Center pricing, visit the pricing page.

Figure 6-8. Security Center pricing for Kubernetes core monthly

This integration provides visibility into the AKS nodes, cloud traffic, and other
security controls. There are several objects in the AKS deployment, so knowing what is
projected is important. Azure Security Center uses the same Log Analytics agents on laaS
VMs to secure and enable threat protection on the AKS nodes. Additional Kubernetes
subsystems including logs are available in Azure. Security Center access can be granted
to allow Security Center to pull data already collected by the AKS management plane.

Protection includes security recommendations for the individual virtual machines.
As vulnerabilities are shared by the threat intelligence (TI), updates and patching can be
automated; refer to Figure 6-9. Another monitor feature is hardening of the clusters and
Docker configurations. Real-time alerts to threats and malicious activities are provided
at the host and cluster level.
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Azure Sentinel AKS Instance discovery
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Il m Knowledge Base

I Security Best Practies

Azure Security Center
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Figure 6-9. Azure Security Center integration view with Azure Kubernetes
Service (AKS) clusters

Security Center scans Docker configuration provided in any misconfigurations
identified. Guidance is provided to help resolve issues. Azure Kubernetes Services are
integrated, and you gain visibility in the Azure Container Registry (ACR), so images and
access are scanned. With the ASC Scanning options enabled on the Container Registry,
the images are scanned for vulnerabilities.
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Azure Security Center provides a built-in integration process with Azure
Sentinel through the use of a Sentinel Security Center connector. This integration
provides additional log visibility to automatically create alerts and provide blue team
hunting incidents. The Azure Security Center data stream, metrics, logs, and other data
streams like MITRE ATT&CK use all the data to detect Incidents of Compromise (IOC).
Figure 6-10 shows some of the out-of-the-box container log files.

«f Azure Sentinel | Logs =

H . . . 5
Selected workspace: ‘corpanatyticswarkspace]

| 2 Search (Ctri+) | & & New Query 1 t
General CorpAnalyticsWorkspace1 m |
O overdew Tables Queries Filter
# Logs
& News & guides Lol
Group by: Solution Filters: not selected

Threat management

Favorites

i Incidents
You can add favorites by clicking on the ¥ icon
@ workbooks
¥ Azure Sentinel
@ Hunting
+ Containerinsights
& Notebooks (Preview) -
* E Containerimagelnventary
# Entity behavior analytics (Preview) * B Containerlaventery
= 1
Configuration £ Containerleg
* B ContainerNodalnventory
B Data connectors
¥ B Containerfervicelog
@ Anahytics v B KubePodinventory

14l Playbooks

Figure 6-10. Azure Sentinel container insight log file headers

The high-level view in Figure 6-11 can be expanded out to search for details like pod
container last status, repository, and node-specific information.

220



CHAPTER 6  AZURE KUBERNETES SERVICES: CONTAINER SECURITY

Favorites

You can add favorites by clicking on the ¥ icon
» Azure Sentinel
4 Containerlnsights

» B Containerlmagelnventory

» B Containerlnventory

» B Containerlog

4 E ContainerNodelnventory

-

Computer (string)

-

DockerVersion (string)

-

OperatingSystem (string)

-

SourceSystem (string)
@ TimeGenerated (datetime)
t Type (string)
t _Resourceld (string)

» B ContainerServicelog

» B KubePodinventory

Figure 6-11. Container node inventory log data for KQL queries

Azure Security Center and Azure Sentinel work together to provide real-time
scanning, alerting, and hunting playbooks.

Kubernetes Security with Azure Policy

Your business relies on security policies to maintain governance and legal requirements.
The business also is dependent on a microservice architecture with containers managed
through Azure Kubernetes Services. You should review the automation of enforcement
and consistency with specific Kubernetes policy and predefined initiative using the
Azure Policy service.

As you have learned in this chapter, the use of Kubernetes to manage the container
deployments allows the Azure Security architect to support the decoupling of policy
decisions from the DevOps teams and directly support the business. This support for
Kubernetes through Azure Policy service today is accomplished with an Open Policy
Agent (OPA) using the extension of a community controller webhook called Gatekeeper.

The Azure Policy service is supported using the current Azure support model, and
any of the community extensions are part of the service. The use of Azure policy with
Kubernetes clusters includes
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o Azure Kubernetes Service
e Azure Arc enabled Kubernetes

e AKS Engine

Note The example enables support for policy while the community add-on
Gatekeeper is in preview. You should still use the Kubernetes policy in Azure
and look for updates at https://github.com/open-policy-agent/
gatekeeper.

ENABLE AZURE POLICY FOR KUBERNETES

The Azure Policy use for Kubernetes clusters requires the service features to be enabled.

1. Open the Azure portal and search for subscription; select the subscription.
Select the Resource providers menu on the left-hand side; filter the providers
by typing Kubernetes.

ar () Refresh

A kubemetes

P Tacs

&% Diagnose and solve problems

O security Provider Status

Events Microsoft Kubernetes @ Registering

Microsodt KubernstasConfiguratizn FENES PO
Cost Management 9 @ NotRegistered

2. Select one at a time, Microsoft.Kubernetes, then select the Register action, wait
a few moments, and select Refresh to validate registration completed. Select
the Microsoft.KubernetesConfiguration, then select the Register action.

3. Once both providers have registered, search for policy. Select the Policy home
page and then select Join Preview (note this policy provider may no longer be in
preview).
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4. Select the Subscription to include and click the Opt-in button.

Home » Policy

¥ Policy | Join Preview
d

£ search (Ctrl+) «

(s Overview

C: Join Azure Policy for Azure Kubernetes Service preview features
§ Gatting started -~

Azure Policy for Azure Kubernetes Service (AKS) provides at-scale enforcement and safeguards for AKS clusters in a centralized, consist

v
T Join Preview
As a pre-requisite to using this feature, your Azure subscription must be registered for preview. For detailed instruction on getting star

] Compliance L . I . . . .
® Azure Policy is @ GA service. Preview is limited to pelicies for Azure Kubernetes Service leveraging the Azure Policy add-on,

' Remedisticn

Authoring [ _oph |
) Assignments | 2 Search

Definiticns B Subscription 4 Subscription 1D Ty
Related Services ﬂ Azure subscription 1 et 269

5. The add-on feature is registering; this may take several moments.

6. Remove the add-on option; this will disable the button on the AKS cluster under
the Policies page.

Note AKS clusters must be version 1.4 or higher before the policy scripts validate
the AKS cluster.

7. From the Azure portal search option, search for Kubernetes services. Select
your AKS cluster, select Policies on the left menu, and click the Enable add-on
button.

8. Install the Azure Policy add-on for the AKS Engine. Download and install the
Azure CLI tool version 2.0.62 or later (follow this URL: https://docs.
microsoft.com/en-us/cli/azure/install-azure-cli).

9. 0Onthe Azure CLI tool, log in to your Azure subscription; type: az login.
After you have logged in, from the same Azure CLI window, type: az provider
register --namespace ‘Microsoft.Policylnsights’.
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10. Create a role assignment for the cluster service principal. From the Azure CLI
window, type: az role assignment create --assignee <cluster service principal
app ID> --scope “/subscriptions/<subscriptionld>/resourceGroups/<aks
engine cluster resource group>" --role “Policy Insights Data Writer (Preview)”
Replace with your Azure subscription ID.

If the Enable add-on button is grayed out, the subscription has not yet been added to the
preview.

Once the exercise is completed, you have enabled the Microsoft.ContainerService
and the Microsoft.PolicyInsights resource providers. You also installed the Policy
add-on for the AKS Engine. You can now deploy the policy definitions; refer to
Figure 6-12 for the examples available.

Fuingy

o) Policy | Definitions

| « 1 Initiative definition - Policy definition () Refresh
Scope Definition type Type Category Search
§ Getting started AR s REORE] |! All definition types || Altypes ~| [ ~ Fiter by name or 1D
" Join Preview
Name Ty tP. Polity  Type ty  Definition type
[# compliance
E Built-in Initiativi
@ Remediaticn
5 Built-in Initiztive
Authening ed on your clusters Built-in Pelicy
s Assignments B Policy
Definitions Built-in Pohay

Figure 6-12. Azure policy view of Kubernetes definitions and policies

You should take the next few moments to review the individual initiatives that are
predefined and policies to gain some detailed security policy view. As an example, scroll
to the policy with the title “Kubernetes clusters should not allow container privilege
escalation.” Open the policy and scroll to the constraintTemplate section, as shown in
Figure 6-13.

| “constraintTemplate”: “https://raw.githubusercontent. com/Azure/azure-policy/master/buifit-in-references/Kubernetes/container-no-privilege-es

Figure 6-13. JSON code in the policy, to review the Gatekeeper add-on code
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These webhooks included in the policy cannot work because you enabled the
needed resources in the exercise:

apiVersion: templates.gatekeeper.sh/vibetal
kind: ConstraintTemplate
metadata:

name: k8sazurecontainernoprivilegeescalation

spec:
crd:
spec:
names:
kind: K8sAzureContainerNoPrivilegeEscalation
targets:
- target: admission.k8s.gatekeeper.sh
rego: |

package k8sazurecontainernoprivilegeescalation

violation[{"msg": msg, "details": {}}] {
c := input_containers| ]
input_allow privilege escalation(c)
msg := sprintf("Privilege escalation container is not
allowed: %v", [c.name])

}

input_allow privilege escalation(c) {
not has field(c, "securityContext")
}
input_allow privilege escalation(c) {
not c.securityContext.allowPrivilegeEscalation == false
}
input_containers[c] {
c := input.review.object.spec.containers[ ]
}
input_containers[c] {
c := input.review.object.spec.initContainers| ]
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# has_field returns whether an object has a field
has_field(object, field) = true {

object[field]
}

This is just one example of the security features for Kubernetes that is provided when
using Azure policy for Kubernetes.

Summary

In this chapter, you began learning about the microservice architecture and the impact
of the shift from traditional monolithic application services. Before diving into Azure
services, you learned about the intertwined dependencies of containers, Docker, and
Kubernetes.

You walked through an example to build a Kubernetes cluster and deploy nodes and
the management plane. You then learned that security features are integrated through
Azure Security Center and Azure Sentinel. You are also aware of the future integration
for Kubernetes clusters using Azure Policy to add additional governance to all Azure
Kubernetes Service deployments.
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Security Governance
Operations

Azure cloud governance is a process that includes business leadership and Azure
Automation with technical configuration. The executive leaders of your company should
be the key stakeholders for the policies needed in the Azure tenant and subscriptions.
The Azure security operations team should be responsible for presenting the governance
challenges and methods to audit or adhere to governance policies. As a best practice,
you should schedule quarterly meetings with the internal leadership team and present
the Azure governance challenges with a proposed remediation using Azure policy and
other technical automations. Business leaders decide and own the policies deployed
in Azure, so the IT and cloud operations teams are not deploying policies on their own.
The business owns the policies deployed; the cloud operations teams ensure they are
deployed and provide the security posture results from the built-in auditing.

In this chapter, you learn about

e Azure governance

e Management group architecture
e Azure policies

o Compliance reporting

e Azure Blueprints

o Role-Based Access Control

e Azure Cost Management

e Data governance
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A policy is a fundamental service to implement business governance in Microsoft
Azure. Configuration and application are needed to correctly understand the difference
between the built-in policy and custom policy.

As you continue through this chapter, the architecture of governance unfolds and
supports the Azure security framework with additional layers of security in Azure as
they work together. Governance is supported through top-level management groups
and policy enforcement through assignments. The ability to create your own Blueprints
including both policy and ARM templates is a way to enforce security and remain
flexible for DevOps requests.

Azure Governance Architecture

You need to understand the change that Azure cloud provides and adopting the
cloud policy framework using automation technologies is fundamental. The security
team is leading the agility practices to embrace the agile development techniques
for Infrastructure as Code using security best practices to secure the users, data,
applications, and other business assets. The benefits of good governance deployment
can have a positive reinforcement in the deployment of corporate needed checks and
balances and business policies and provide insight into the enforcement.

Microsoft Azure provides many cloud-native automation tools for the deployment
of any customized or predefined policies that support the governance needs of the
business. The cloud operations and cloud security teams can support the business
executive requirement decisions to efficiently deploy and report on needed policies. This
is done at cloud scale to support the governance architecture; refer to Figure 7-1 to gain a
visualization of how the governance services and support relate to the Azure resources.
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Azure Governance Architecture
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Figure 7-1. Azure governance architecture

The best practices can be enabled and allow reporting of compliance and the overall
cost of cloud resources. The governance can be applied efficiently based on the needed
governance services. The cost of creating, updating, and deploying Azure governance
is an employee resource price because there is no licensing fee associated with Azure

governance with policy deployment.

Note Microsoft updates the Cybersecurity Reference Architecture regulary, and
the poster can be found at https://gallery.technet.microsoft.com/
Cybersecurity-Reference-883fb54c.
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Microsoft has provided you an updated Cloud Adoption Framework to use and rely
on for not only designing and deploying resources, but it includes governance guidance
to support your cloud journey. The tools and guidance found in Azure cloud adoption
tools and templates are a great guidance to create an Azure Center of Excellence

architecture team.

Note The Cloud Adoption Framework includes many tools that help with planning,
governance, and managing Azure resources. It can be found at https://docs.
microsoft.com/en-us/azure/cloud-adoption-framework/reference/
tools-templates.

Management Groups

The Management Groups support security as your company continues to expand

the Azure cloud tenant footprint with additional subscriptions. Also, as companies
undergo mergers and acquisitions, the individual subscriptions need to be migrated
from one Azure tenant to another and have the management group governance applied.
Governance can be applied at the management group level as shown in Figure 7-2.
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Azure Management Group
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Figure 7-2. Azure Management Group used for governance above the
subscription level

The first management group created in the Azure tenant is labeled the Tenant
Root Group. The use of management groups helps to manage bot access, policy, and
governance applied to each subscription. Additional management groups created after
the first are labeled child management groups.
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CREATE AN AZURE MANAGEMENT GROUP

The management group provides an additional governance control at a higher level than the
individual Azure subscription level.

1. Open the Azure portal and search for management group. Select the option to
start using management groups.

Home > Add management group X
Management groups #

jacobslabs (Default Directory)

2 Search by name or ID [ﬂ]

Add a new or existing management group to be a child of ‘Root’

(@) createnew () Use existing

Management group ID (Cannot be updated after creation) * (O

| Production \"|

No management group:

Management group display name @

| Production-5ub1 v
e.q. Groupl

a0

Start using management

2. Enter the management group ID; it becomes a unique identifier inside your
Azure tenant (note this cannot be edited later). Enter the management group
name that will be displayed.

3. Click SAVE in the lower-left side of the Add management group screen. (Note, in
a new subscription, this takes less than 60 seconds, more in highly leveraged
subscriptions.)
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4. The new management group is presented in the management group pane.

Tenant Root Group

; : Using management groups helps you manage access. policy.
0 Search by name or ID ol . i i ipti
|~ ¥ | and compliance by grouping multiple subscriptions together.
Learn more.

Tenant Root Group (details)

Name D Type My Role
() Production-Sub Preduction Management Group  Owner
0
Azure subscription 1 cb54282d-55d0-4580-b5fa-00042c650069 Subscription Cwner

You can use the management group you created to follow the exercise to create a custom
blueprint.

After creating your first Azure Management Group, you have the option to create

a “child” management group, as referenced in Figure 7-3. A child management group

supports the need to apply business governance across all resources, while business-

specific governance may apply different controls across different subscriptions like

production, test-dev, and sales resources.

Add management group X

Add a new or existing management group to be a child of
‘Production-Sub1’

@) Create new () Use existing

Management group ID (Cannot be updated after creation) * @

Management group display name (@

e.q. Group1

Figure 7-3. Child management group screen view

The best practice is to keep the groups in a flat hierarchy, so their resources are not

forced to focus on nested management groups. You need to be aware of some of the

service limitations of Azure Management Groups. When using one management group

per subscription, some additional design considerations include

e Only one root management group per directory.
o Each management group can have only one parent.
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o Each management group can have many children (less is better).

e Management group tree cannot exceed six levels.

Azure Policy

You can automate the access control with enforcement with Azure policy and custom
policy assignment. You can use Azure Policy for enforcing constraints but also
supporting the use of standard practices like naming conventions and Azure tagging.

A policy is applied when creating or updating resources. A policy can deny support of the
governance controls.

Compliance reports are used to identify resources that are out of compliance and in
some instances provide remediation methods. This is because policy definitions support
parameters. Policies are created by the individual definitions and then assigned to Azure
resources, and then the compliance reports are populated based on the results. Learning
Azure policies is much like learning cyber security; they both have terminology you must
learn, which is summarized in Table 7-1.

Table 7-1. Azure Policy definitions and maximum count

Terminology Description Maximum Count
Policy Enforcement or auditing of business rules and standards 512 nested rules
Initiative Grouping of more than one policy supporting multiple 1000 policies
individual policy applications 100 parameters
Scope Assignment of initiative or policy, management group, 500 definitions
subscription, or resource group 200 initiatives
Assignment  Targeting an initiative or policy based on the scope 2500 tenant
definitions
Exclusion Deny assignment of the policy, at a scope level 400
Location Store the policy definition NA

Policies are not applied when resources move to objects between subscriptions or
tenants. If you are moving a resource, then create another policy in the new subscription
to support the overall compliance. A best practice is to review the noncompliance
reports if resources are moved and no longer have the original policy assignment.
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Businesses should consider using policy deployment to enforce unanticipated financial

costs each month with example restrictions on research projects using Azure resources

like

Naming standards
Azure tag requirements
Storage tiers

VM images

VM disk size

Resource types
Instance size

Geographical deployment

Azure Policy is a governance, which in turn is a security control, for all users that

is applied to the Azure resource and not the individual user. Microsoft Azure provides

policy deployment through the Azure Policy page and Azure Security Center. Azure

policy definitions are defined using JSON as shown in Listing 7-1.

Listing 7-1. JSON code of policy definitions used to enfore monitoring of a VM

{
"or

operties": {
"displayName": "Enable Azure Monitor for VMs",
"policyType": "BuiltIn",
"description": "Enable Azure Monitor for the virtual machines (VMs)
in the specified scope (management group, subscription or resource
group). Takes Log Analytics workspace as parameter.”,
"metadata": {
"version": "2.0.0",
"category": "Monitoring"

}s
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Azure Policy is implemented using definition parameters, the policy rules that are
assigned and the scope to deploy. A policy is deployed using an assignment. However,
the Azure Policy can be enforced or only used for reporting on compliance if the policy
was enforced. A policy can be assigned but not enforced and remove any disruption if
the policy is configured to “enforced” later.

Note Presenting the compliance report to executive leadership gains support for
policy adoption if the policy report was assigned but not enforced.

You should review the Policy Definitions from the menu to identify any built-in
policies you may want to assign but not enforce. Please refer to Figure 7-4 to gain insight
on Azure Policy that is a default out-of-the-box policies and review the drop-down to
filter on monitoring policies. You can review the policies for your business by going to the
Azure portal, selecting the Policy page, and then selecting definitions from the left menu.

= Policy | Definitions

| 2 search (Ctrl+) | « + initistive definition -+ Policy definition () Refresh
% Overview Scope Definition type Type Category
i A Finiti 5 | Eittar b -
[zuresues.. [ [arcefiiontpes v | [atpes v ] [1categories ] [ Fitery nameor

& Getting started

' Join Preview

-
Category |

Name 14 Definition locati... Ty Defil
@ complisnce [m] select an
& Enable Azure Manitor for VMs L paduiie Lediningg Initiz
#* Remediation . -
& Enable Azure Meniter for Virtual Machine Scale §... D Managed Application Initiz
Authori .
uthoring [Preview]: Network traffic data collect E Menitoring polic
®] Assignments Deploy Diagnostic Settings for Service Bus to Log... l:‘ Network Polic
Definitions 1 Deploy Log Analytics agent for Linux VIMs D Regulatory Compliance Folic
Related Services Deploy Log Analytics agent for Windows VMs D Search Polic
Ky Blueprints (preview) } Deploy Diagnostic Settings for Search Services to ... D Security Center Polic
“s Resource Graph 1 Audit Dependency agent deploym VM Imag... I:‘ Service Bus Polic
& User privacy Azure Monitor log profile should collect logs forc... I:‘ Service Fabric Polic
Deploy Dependency agent for Windows virtual m... D SignalR Pelic
Deploy Diagnostic Settings for Event Hub to Log ... D saL Folic
Deploy Diagnostic Settings for Stream Analytics t... D Storage Polic
| Deploy Diagnostic Settings for Data Lake Storage .. D Stream Analytics Polic
1 [Preview]: Network traffic data collection agent sh... |:| Tags Polic

Figure 7-4.
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Once you identify the policy or create a custom policy based on the definitions, you
can return to the Azure policy page as shown in Figure 7-5. From the Policy page, the
default view is the overall compliance with menus to assign policies from in a single
pane. This view is used for validating compliance, in this example for monitoring
enabled. The policy assignment might be used to enforce business requirements to
enable metrics and logs for Azure Monitor and Azure Sentinel.

fome » Palicy
& Policy %

| S Search (Ctri+) “ Scope

[ Azure subseription 1 ]!

& Gatting srares
g’ Join Preview Owerall rescurce compliance O Neon-comphiant initiatves O Mon-compliant polices (0 LEARN MORE

40% 1a zr

o Remedistion

Authoring . ¢
Non-compliant resources

o Assignments 9
4
Caf s

T4 Compliance state Ty  Resource compli.ty MNon-Compliant Reso. .ty Nen-compliant palic.. L

Figure 7-5. Azure Policy page view providing a compliance report

You may see in the Policy Definitions view the Azure Security Center rules, as shown
in Figure 7-6. Security Center allows the security team to focus on security requirements
based on the sensitivity of the data for each Azure subscription or resource. The
policies deployed through the Security Center console could help to limit the scope of
data using Role-Based Access Control (RBAC). You may choose an RBAC setting that
allows enabling the security policy compliance to only the Azure security operations
team (which you define) and their manager. You should plan the use of Azure RBAC to

enforce least privileges inside the company as well as to partners outside the company.
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-7 Policy | Definitions

£ Search (Ctri+/) | « + Initiative definition =+ Policy definition () Refresh

% Overview Scope Definition type Type Category Search
| Azure subs... All definition types v ' | All types ~ | 1 categories s Filter by

& Getting started

" Join Preview

MName T4 Definition .7 P..Ty  Type T Definitio

+ + + ¥P +

) Compliance
117 Built-in Initiative
** Remediation
1 Built-in Initiative
Authori "
uthoring Built-in Policy

®| Assignments Built-in Policy

Definitions Disk encryption should be applied on virtual machines Built-in Policy

Figure 7-6. Policy view for security policies used with Azure Security Center

The policies that are deployed from Azure policy or from Azure Security Center
use the definitions in the policy to prevent actions. Azure Active Directory is used to
prevent unauthorized access to resources and data. You need to prioritize the processes
to enable Active Rules in Azure Sentinel Rule Templates to identify Incidents of
Compromise (IOC). The machine learning and artificial intelligence in the analysis
of Sentinel ingested data can identify anomalies of data access and data copies that
are excessive compared to normal baseline activities. These detected activities could
be related to compromised user credentials or from authorized user credentials,
Authentication and Key Agreement (AKA) (this is also known as an insider threat).

INSIDER THREAT

Cloud security takes on additional challenges from on-premises security including identifying
outside and inside security threats. Traditional on-premises security used the edge firewall

as an identification; threats inside are anyone, contractors, maintenance, custodians, and
employees. Insider threats could compromise business integrity and even cause irreparable
harm in Azure, so the use of public cloud requires new security controls and detection. Policy
violations can be the result of carelessness or accident, so automation using Infrastructure as
Code (laC) is not only efficient but another security control.

Insider threat motivations range from disgruntled employees to financial gain, but the challenge
is how to identify the cloud insider threat. The Department of Homeland Security recommends
“novel methods to detect insider threats through disk-level storage behavior and how an
individual’s behavior diverges from prior behavior and/or that of their organizational peers.”
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Azure Sentinel has many template rules you can enable to be alerted on and to create an
automated and appropriate defensive security response. The template examples, based on the
data connectors, may include

e Time series anomaly for data size transferred to the public Internet

e Unusual data access attempts and custom alerts based on data

e Mass secret retrieval
Azure Sentinel data connectors support ingesting data from other Microsoft products like
System Center Operations Manager and System Center Configuration Manager in addition
to third-party solutions like Cisco, Palo Alto, Barracuda, Fortinet, and more. Additional

data connectors supporting Azure Sentinel information provide the ability to remove false
positive alerts.

Compliance Reporting

The Azure Security Center regulatory compliance dashboard provides the status of
any compliance controls that are assigned to Azure resources for any security policies
needed by the business. If you review the information in Figure 7-7, you can receive up-
to-date compliance to policies like

e Azure CIS
o PCIDSS
o IS0 27001
« SOCTSP
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+. Security Center | Regulatory compliance

Showing subseription ‘Azure subssription 1
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Il ereing & samings
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Figure 7-7. Security Center Regulatory compliance dashboard for reporting

Note Use custom policy definitions to create your company defaults on GitHub:
https://github.com/azure/azure-policy.

Assignments

All policies, custom or default, must be assigned and can take up to 30 minutes to take
effect, unlike RBAC which is updated almost instantly. Creating the assignment supports
many flexible options based on the use case.

You begin the wizard by choosing a policy definition file from one of the templates
and provide a name and a description. You should create a written guidance that
supports a detailed description, and it should include a version number, creation date,
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and creator of the policy. Options include enforcement and assigning the scope of the
policy to the entire subscription or just to a resource group level. If this policy is assigned
to a resource group level, you have the flexibility to exclude a resource group.

AZURE POLICY ASSIGNMENT

Assignment supports the policy to support the necessary governance to maintain compliance
to business requirements.

1. Open the Azure portal and search for policy. Click the policy icon and go to the
Policy page.

2. 0On the left-hand side of the menu, select the Getting started menu item.

*
Scope
= Azure subsenption 1 !
£l Overview
§ Gerting sanes
e Join Praview Overall resource compliance (0 Non-compliant initiatives (0 Non-compliant policies [ LEARN MORE
B Compliance 40% 1 Z 27 . Ones
@ Remedistion Somel 1t outed 2 cutof 112

Autharing "
Nen-compliant resources (O

* Agrigrments
9.
Definitions kot 1s
Related Services
&Y Blueprints (preview) Name T S compli Ty MNon-Compliant .1 Non-compliant p... T}
*s Resource Geragh - cript. s
&= A { 0

& User peivacy

ASSIGNMENTS Y COMPLIANGE [LAST 7 DAYS)

ASSIGNMEN
" 1 asc oo
1 asc oarasn

3. From the Getting started page, notice you can assign policies, assess
compliance, or author definitions to create custom policies. Select the
recommended policy, Enable Azure Monitor for VMs.
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242

4. Select the ellipsis (...) options of the scope to select the Azure subscription and
resource group to apply this policy. In our example, we want all systems in the
security VM resource group to be included.

Home > Policy >

Enable Azure Monitor for VMs

Assign Inftiath

Bagics  FParamsters  Remagistion  Raview = creats

Scope
Scope Learn mare about setting the scops *

[

Exclusions

Optionally BEIECT MEOLITES 10 SuClude from the policy asignmant.

Basics

Assigament name * O

Scope X
Subscription

| Azure subseription 1 ~]
Retource Group

| seeuriny-vm-rg A |

| Optisnally choose a Resounce Group

rgeT
COrgmanalyitcierg
corpenetarg

MW SRR RS

wabatiararg

[[Enabie Azure Monizor for vy

Description

Policy enfarcement ()
(Y oiaciee )
Assigned by

[[Marshaii Copeiand

securi ]
data-rg

DefaultRescurceGroup-EUS

5. Click the Select button on the bottom left and enter the description and notice
it identified the user that is assigning the policy. Click NEXT to go to the

Parameters page.

6. Select the Log Analytics workspace (created in Chapter 4); for this example, we
show the CorpAnalyticsWorkspace1. For this example, there are no optional VM
images to add to the scope. Click NEXT to go to the Remediation page.

Home > Pelicy

Enable Azure Monitor for VMs

Assign infative

Sasics  Parameters  Remadiation Review = create

Specity parsenecers for this inftiative Jssipnment.

Log Analytics workspace * (0

CarpAnalybesWorkipace!

~a

Optional: List of VM images that have supperted Windows 05 1o add to scopa (0

Optional; List of VM images that have supported Linux 05 to add to scope O
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7. Select the check box to create a remediation task, and the policy to remediate
option selected is to Deploy Log Analytics agent for Windows VMs. (If the VMs
do not have the agent installed, complete that task.) Click Review and create.

.E-nal:'\l;-z.;zure Monitor for VMs

Agsign inziatve

Basics  Parareters  Remediation  Review = craate

ic affect on niwly craated resources. Sdsting resources can be
# policy it assigned. For deploy|fotExists palicies. the
emplate. For modify policies. the remediation task will edit

391 on the Exifting rescurces.
Create 3 remediation tagk O

Policy to remediate

[[2aptey Log Anatysics agant for Windows ¥Ms 7 I

[Preview]: Deploy Log Anahytics agent to Windows Azure Are machines
Daploy Log Analytics agens for Windows VMg

[Preview]: Deploy Log Analytics agent to Linux Azure Arc machines
Dploy Log Analytics agent for Linux Vs

o Windews Azure Arc machines

ardency agent for Windows virual machines
[Preview]: Deploy Dependency agent to hybrid Linux Azure Arc machines
Deploy Dependency agant for Linux virual machings

This identity will slso b given the following permistions:

[(Log Anatyzics Comsrizusar @]

@ Foie assignments (parmizsions) are crested based on the rele defritions specified i the poicies.

8. Click Create and review the policy in the Assignments view of the Azure
Policy page.

Heme » Policy

le) Policy | Assignments x

[+ Assign initiative [5* Assign policy () Refresh

=i Ovendew Scope Definition type Search Category

B Geming amed | Azure subseription 1 |! | All definition types ~ Filer by name of 1D | | All categories v

o' Join Preview . :
Total Assignments O Initiative Assignments O Policy Assignments O
[#) Compliance

w0 Ramediaton 3 3.&} O O

Authoring

name T, Scope T Type T Policies T, Category T
S ATann e ek Azure subscription 1 nitiative 1 Sacurity Center
Pafirions Azure subseription 1 Initiazive "7 Security Center
Related Services Azure subscription 1/54<. Initiative 10 Monitoring

Y Blugprints (preview)
*= Resource Graph

& Userprivacy

The new policy is displayed, and notice it is a Monitoring category and not a Security Center
Policy.
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Blueprints

Deploy and maintain the cloud efficiently with the support needed for the many
business projects using Azure Blueprints. Azure Blueprints are different from Azure
Resource Manager (ARM) templates and Azure policies. Infrastructure as Code (IaC)
can be built using ARM templates and Terraform providers; these are two tools used
in infrastructure deployment for building, changing, and managing infrastructure in
a secure process. While ARM is designed to deploy resources to Microsoft Azure, the
Terraform tools are platform agnostic; they can be used to deploy to Azure, AWS, GCP,
Alibaba Cloud, and other private clouds like VMware. The deployment tools support an
idempotent cloud infrastructure using a declarative model for known configuration.
Deployment of infrastructure using ARM or Terraform resources is to deploy a
“day 1” model of the resource (i.e., VM) so it is idempotent, and change that happens after
the initial deployment is referred to as “day 2.” The term day 2 is referring to the change
of a known deployment as it drifts out of compliancy. Azure Blueprints support the
compliance needs of the governance model higher than the individual Azure resource.
Azure Blueprints are also declarative for a day 1 deployment; however, the blueprint
goal is to deploy the entire resource environment at the Azure subscription level.
Azure Blueprints are supported by the individual artifact types used in the creation
of a blueprint model. It is these artifacts that include an ARM template that includes
aresource group, VNet, NSG, and virtual machines. In addition, they include role
assignment, Azure policy, ARM template, and the ability to “lock” the blueprint at the
subscription level, preventing change.
Azure Artifacts are the definitions that create the resources for the Azure Blueprints.
There are some Azure resources that are allowed to be used as a Blueprint artifact. They
include

e Policy assignment

¢ Role assignment

e Azure resource group
e ARM template

You should be very aware that Blueprint locks are not the same as Resource Manager
locks (Microsoft.Authorization/locks). The enforcement of locks is assigned with RBAC
control during the creation of the Blueprint. Lock assignment can have three modes:
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¢ Don’tlock
¢ Do Not Delete
e Read only

The default setting is “don’t lock” and allows the individual artifacts in the
deployment of Blueprint to be edited unrestricted. Do Not Delete the projects can
modify the artifacts but cannot delete them. The read-only mode allows the environment
to be deployed, but it cannot be modified or deleted. You can and should plan to deploy
additional resources into the resource groups that have a read-only assignment. The
governance framework is to allow new resources to have the same policies assigned to
other resources in the same blueprint assignment. The only way to change a blueprint is
to have the assigned owner update the blueprint with a version control change.

Blueprints support version control, like ARM templates; however, the deployment
of a blueprint is tracked and reported. This allows the cloud operations team to quickly
understand what version of a blueprint was deployed and where in the Azure tenant
was it deployed. This tracking of version-controlled deployment supports the life cycle
management of the solution in support of the business governance.

Custom Azure Blueprints you create should focus on supporting a necessary
business governance goal. First, create a draft and then create new versions of the
blueprints and deploy into a subscription. Azure allows only one draft of each blueprint,
so the only way to add another blueprint with different artifacts is to edit the draft and
update the version as part of the definition.

The governance goal for the custom blueprint exercise is to limit the deployment of a
network blueprint by only users that are assigned the network contributor role.

Note The only prerequisite is to have at least one management group deployed.
You can follow the exercise in this chapter and then return.

CREATE A CUSTOM AZURE BLUEPRINT

Create a custom Azure Blueprint using a sample and modify to support the governance scope.

1. Open the Azure portal; from the search bar, type blueprint. Click the Create
button to start the journey to create.
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Home > Blusprints >

Ies Blueprints | Getting started

§ Gewing suned Welcome to Azure Blueprints
Y4 Blusping defintiens m . PREVIEW

B Assigned blueprints EBluszrints enable auick crestion of govamed subseriptions.
This allows Clowd Architects to design environmants that
comply with organizational standards and best practices —
enabling your 3pp teams 1o get 12 production faster.

Create a blueprint Apply to a scope Track assignments

Compere artifacts such as templates.  Apply your Clueprint to ona or more  Track where bluegrints have been
policies, role assignments, and subseriptions applied and share them across your
FRIOUSCE GrOUPS based On common of organization

crganization-based pattems into re-
usable blusprints

2. You should scroll through the blueprints to gain an insight of the number of

samples available. In this exercise, you start from a blank blueprint.

Create blueprint

Choose a blueprint sample

You can start with a blank blueprint or pick one of our pre-defined
samples to help you get started quickly

m Blank Blueprint
An empty blueprint with no
initial properties or artifacts.

Start with blank blueprint

3. Provide a name for the blueprint, description, and the management group to

determine the scope of the blueprint.
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Home > Blueprints >

Create blueprint

Basics  Artifacts

Blueprint name * ()
ARM-template-and-Tag-policy v

Blueprint description
This blueprint deploys an ARM template that has been appovied for help desk S
support and enfocess the deployment of Azure TAG policy neaded for
govemance contrals

Definition location * (@

Froduction-Sub1 - —

The management group or subscription where the blueprint is saved. The definition
lecation determines the scope that the blusprint may be assigned to. Learn more at
aka.ms/BlueLocation.

Select Next: Artifacts to add the resource group and tag based on the
governance policy as part of the blueprint. It is optional to add a resource group
tag (i.e., the life cycle of the RG is 365 days). Click Save.

Edit artifact

Artd

Artifact display name (0

l Enter display name for the artifast In the bluepring defintien |
o ou fill thae i mow o igning the Hisepdnt.
Resou fame

Sat valueis)

B 7is valus shouls be specifisd when the bluepeint is assigned

Location

B Tris vaiue should be specified when the blueprint is sssigned

Resource Grous Tegs (Opticnal:

Tag Name Tag Value

Corporate Bluaprint : Lifecychs end date Dec 2000

Enter tag rame | : I

Select the + Add artifact and select the ARM template; in this example, a
resource group is selected. Click Add artifact.
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dome > Blueprints >

Create blueprint

Basics

Artifacts

Add artifact

Artifact type *

[ Choose artifact type

Add artifacts to the blueprint. Add resource groups to organize where the artifacts should be deployad =

Mame

4] subscription

- Add artifact...

248

Policy assignment

6. Select the Resource Group artifact.

Create blueprint

Basics  Atifacts

Add artifacts o the blueprnt Add résounte groust Io organis
Hame
¥, Subseription

+ agaanine

Arti
Role assignment
Azure Resource Manager template (Subscription)
Resource group
Add artifact ®
Artitact type *
[[azurs Rescurce wanager tampate Subscrprion) ]
Artitact display name * (O
[[ereate 5e
xon that s Frox Epecifically vthorsd for o P s L]

iy %0 fak Click hara for mone infommation:

Dascription
Create 3 resouce group from ARM tmplate

Template  Faramelsns

Impart subscription template

[ setect 2 fie
1§ LN
2 “$schema™: "https://schema.mans, mm,u:ure,rwxn:uai
3 “coatentversica”: "1.0.8.8%,
s “paraneters”: {
5 "rpuane”: {
@ "type™: "string”
7 s
] “rgLocation™: {
9 “type™: “string”
@ ¥
1 1
12 “vorisbles”: {},
13 “rescurces™: [
14 {
1n TrVRAT: Tuirracaft . RALAURCAC/ PALAURT ARPAIIATS

7. Select the Save Draft option at the bottom left of the screen.

8. You can now publish the Blueprint.
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ARM-template-and-TAG-policy

Bhusprints

by Publish blueprint &7 Editblueprimt  [E] Delete blueprint

& Essentials

Latest artifacts

Artifact name
“ T, Assigned subscription

4, Lifecyce-RG-345

This exercise demonstrates the Azure solution to combine a governance policy with an ARM
template that enforces a corporate Azure tag requirement.

Role-Based Access GControl

Role-Based Access Control (RBAC) supports very fine-grained control to resources in
your Azure subscriptions. Azure Active Directory (AAD) provides the foundation for
identity access management to support the enforcement of least-privileged access and
remediation for companies that require security compliance.

Role assignment has three related components:

e Security principle
¢ Role definition
e Scope

With Role-Based Access Control enabled, it would allow or deny authorization to
perform work the security principle is attempting to complete. The use of Azure RBAC
is an effective security control. You can use Azure events and alerting for monitoring
with Azure Sentinel. But the Role-Based Access as a control only applies to the user

action; it attempts to perform on specific Azure resources or changes. It applies to
actions such as

¢ Delete
¢ Read
e Update
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o Start/stop VM

You need to realize that the title security principle includes users, groups, service
principals, and managed identities. The user has an Azure Active Directory (AAD)
profile. Roles are assigned to users or to the group that many users are a member of.

A service principal is a security identity (like a user) that is assigned to applications

or services in Azure. A managed identity is exactly that, an identity that is managed
automatically by AAD. The credentials of a managed identity are used when developing
Azure resource applications. A system can assign the managed identity, or the user can
assign a managed identity as a stand-alone resource. The Managed Identity Resource
Provider (MSRP) issues a certificate that is associated with that specific identity.
Managed identities are locked and only used with Azure resources. When managed
identities are deleted, the service principal is deleted also.

The Azure role is often more than one “authorization” on a single Azure resource.
Operations like write, read, and delete can be included in a role definition. The
definition starts with Actions allowed and explicitly denied with Not Actions for specific
read, write, and delete authorizations. There are many built-in roles that you do not have
to modify; just start assigning roles to specific users. And the best practice is to create an
AAD group, add users to the group, and assign roles to the group.

When roles are assigned, they can be assigned for a specific Azure scope like the
entire Azure subscription, resource group, or individual Azure resource. Granting
access at the parent resource like the subscription allows any child resource to
inherit the privileges from the parent object. Security teams should be aware that
multiple role assignment does not result in least privilege, as in Windows network or
NTFS permissions. As an example, if a user is assigned contributor role at the Azure
subscription level, and a different role like Reader at the resource group level, then the
user’s effective permissions is the contributor role. The only way to prevent inherited
permissions from a parent scope is to use a deny assignment.

Note Deny assignments block actions to users, groups, service principal, and
managed identities at the scope level.
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Azure Cost Management

Azure services have a cost, and an inclusive cost is the virtual core (vCore) or virtual
CPU. PaaS services run on multiple cores; they scale up and down and are based on
a pricing tier. Azure serverless functions run on a shared VM in Azure data centers, as
do Azure Sentinel and Security Center run on cores behind the portal view. Creating
business IaaS and PaaS services is more easily calculated, but you need to stay on
budget.

You can set budget alerts and optimize cost management with many of the costing
automation in place to maintain project resource solutions. Tracking cloud spending
and usage costs across Azure subscriptions becomes easier once you realize the
information is available. Before you start setting alerts for budgeted projects, there are a

few services to become familiar with:
e Azure pricing calculator
e Azure Advisor
o Costbudgets

Using the Azure pricing calculator is the first step to understand the cost of creating
Azure infrastructures, both IaaS and PaasS services. The pricing calculator can be found
at https://azure.microsoft.com/en-us/pricing/calculator/, and if you review Figure 7-8,
you see all the main headings for over 200 Azure services.

251


https://azure.microsoft.com/en-us/pricing/calculator/

CHAPTER 7  SECURITY GOVERNANCE OPERATIONS

£.3 Virtual Network @ Load Balancer @ Application Gateway

Provision private networks, optionally Deliver high avallability and network Bullg secure, scalable, and highty avallable
connect to on-premises datacenters performance to your applications web front ends in Azure

:a‘-. VPN Gateway A\ Azure DNS - Content Delivery Network
Estabilish sacure, cross.premises connactivity Hast your DNS domain in Azure Ensure secure, reliable content delivery with

Sroad gIcDy reach

B Azure DDo5 Protection @ Traffic Managar [\, Azure ExpressRoute
Protect your &z s from Distribated ning traffic for high performance Dedicsted private nelwork fiber connections
Denial of Sel 5) attacks to Azure
% Network Watcher Bandwidth iz IP Addresses
Network perfarmance monitoring and Data transferred out of Azure data centers A dynamic or reserved address used to
dizgnostics salution dertify a given Virtual Machine or Cloud
Service
@ Azure Firewall ﬁ Virtual WAN " Azure Front Door
Native f; apabilities with built-in Optimize and automate branch te branch Scalable, security-enhanced delivery peoint for
Marnagement and Governance high 3val y, unrestricted cloud scalability, connectivity through Azure global, microserdice-based web Jpplications

nce

Migration
}( Azure Bastion A\ Azure Private Link A\, Azure Firewall Manager

Private and fully managed ROP and S5H
access 1o your virtual machines

cess Lo services hosted on the
platform, keeping your data on the
soft retwork

Figure 7-8. Azure product estimation calculator, networking view

The use of the calculator is intuitive, simply selecting the services that are needed
for a business deployment, like virtual machines, virtual networks, VPN Gateway, load
balancers, Azure Firewalls, and Azure Active Directory. As the services are grouped on
the left-hand side, selecting individual items keeps a running total. Select the option
to view the different pricing with a total and individual item. In some larger price point
items, like the SQL Server example chosen (refer to Figure 7-9), cost savings options are
presented using reserve pricing.
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Azure SQL Database

REGION:

East US v Single Catabase v
SERVICETIER COMPUTETIER:
General Purpose w Provisioned ¥

Savings Options

Save up to 73% on pay as you go prices with 1 year or 3 year reserved options.

Compute SOL License
® Pay asyouge ® Payasyougo
1 year reserved © Azure Hybrid Benefit

O 3 year reserved

$828.95 $583.80

Average per month Average per month
{$0.00 charged upfrant) 50,00 charged upfront)
1 x 730 e v @

Irstances

Figure 7-9. Azure calculator with savings options for services, SQL example

Once you have created infrastructure services in Azure, you can identify cost savings
with Advisor and Budget alerts. Advisor reviews the current deployment and provides
recommendations to reduce cost. The recommendations include more than cost savings
(refer to Figure 7-10) like security, but look at the cost savings view.

s Total recommendations  Recommendations by impact Impacted resources  Potential yearly savings o Far rore cost manBgement
r and of ©
= I 2w 80usD
Hm Medium Low
Oimpar 1 impacs @ impace
Events
Impact Description Potential yearty savings Impacted rescurces

Cost Management
%1 Comanatyss Mediun Dlete Pubic P address not B3sociated to 8 running Azure rescurce  Quiek fix ge3sush 2 Pulic 1 addrenes

B Suagen

& Addisor mcommendations

Figure 7-10. Advisor view to reduce cost impact recommendation

Note There is a second Azure calculator for Total Cost of Ownership (TCO) at
https://azure.microsoft.com/en-us/pricing/tco/calculator/.
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The Azure portal includes the Cost analysis view. for critical components starting
from the subscription all the way down to the individual resource group. As an example,
in Figure 7-11, the cost of a small project is provided with a breakdown. The cost of an
Azure bastion host is provided in the view and should help you realize that the VM the
host runs is not under your control to reduce cost. You cannot turn the VM off; the cost
savings options are limited, and to reduce the cost, you would delete the bastion host.

FORECAST: CHART VIEW DM @ B

$22.54.  $22.66 .

@ Ascumulated cost Foretast con

& Fayment methads

R, Sarar informazien “ $16.91

$3.35
ls128
lsose
! 5001

Settings

O Frogrammasc deployment

Figure 7-11. Cost management view of the analysis of a bastion host

You should take the time to set budgeting alerts for projects and services running in
the Azure subscription. This enables you to be alerted at different spending price points,
so the cost of the project is not a surprise at the end of each month.
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CREATE A BUDGET ALERT

1. Open the Azure portal, search for subscriptions, select the subscription, and
from the left-hand menu, select budget.

Home » Cost Managament + Biling > Cost Management = Billing » Visual Studia Enterprise Subscription = MPN

5y Visual Studio Enterprise Subscription - MPN | Budgets  #

LS

+ agd (O Refesn T Help

Q@ Dunvien = Scope: T Visual Studo Enterprise Subscription - MPN. | Saarch ey

E amivay ey
fe, actess comred lAM)
* O usger walamions now indhidi resieved inttands ind purchate chicges. 7o le

& Dagnase

and sohve problems

9 Securny Name Ty Scope T Rmepered Ty Crea
Events Yo 0o net hive a0y Budges.
1
Cost Management

1 Cortanalysic
& Budgets

B Adviser recomenanditions

2. Select the + Add option at the top menu above the scope. This selection lets
you create a budget.

3. Leave the scope at subscription. Enter the name of the budget, use the default
reset period to monthly (notice quarterly and yearly options), and enter the
suggested budget forecast. (This example is $275.00.)

Budger Demsits
Giva your budiget 3 unigus name. Select tha Tma window it analyaes during sich evaluation Eeios, it
axpiration date and the amount
* Nara [ sates-speseaticn

AT pEno0 | Biting menth ~

“extion sate | 202 w | I Augut v]

» Expiration das [ v | [ A wv | [ ~
Eudget Amaunt

(D) Sugpested budger 5275 ases on faresas
VLW OF MONTHLY 04T DATA

op 2020

(R
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4. Click the Next button. Set the alert condition to 50% and enter the email
address of the Azure budget owners for notification. (You could add a second
alert at 75% also before creating the alert.) Click the Create button to complete
the alert creation.

* Alert conditions
% Of budget Amount Action group Action group type

Entar % |EE |';:.—.g ~

Manage action group O

* Alert recipients (email

Alert recipients femail)

salesbudget: .com v |E

0 Your budge evaluation will egin in a few hours. Learn mare

VIEW OF MONTHLY COST DATA

LAST MONTH MAX [PAST 2 MONTH) MAX MONTHLY FORICAST

oo

Once the budget is validated, the budget appears in the pane, and you have the option to add
additional budgets for projects simply by changing the scope.

Azure has introduced a cost management feature usage integration to monitor cost
controls in Amazon Web Services (AWS). You can set up a data connector, much like you
did with Azure Sentinel, and the usage reports are stored in an S3 bucket in AWS. You
can then create a cost usage report and enable the download of a CSV file.

Note Cost management for Azure is available at no additional cost. Azure Cost
Management for AWS is charged at 1% of the total AWS managed spend at
general availability. Find out more at https://azure.microsoft.com/en-us/
pricing/details/cost-management/.
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Data Governance

You started this chapter with an introduction to the Cloud Adoption Framework, and
some of the topics are included when considering data management in Microsoft Azure.
The framework includes a combination of cloud tools and innovation within Azure
titled the “Alignment to the methodology.” You can review some of the articles that
demonstrate the many different tools in the toolset to help with the methodology best
practices at https://docs.microsoft.com/en-us/azure/cloud-adoption-framework/
innovate/best-practices/.

You are responsible for classifying Azure data and maintain the privacy of the data
stored in your Azure subscription. Microsoft creates a secure cloud infrastructure with
many security features that you enable to support the level of security required for each
of the business data classifications. Classification follows the cyber security framework

requirements for supporting any compliance requirements.

Classification

The need for a classification of data you store in Microsoft Azure is implemented using

a traditional Deming cycle or Deming model; refer to Figure 7-12. You can adopt this
process as you organize what data is stored in Azure and what security controls needed
to be implemented. Governance for your data, classified as secret or public, becomes the
principles (written policies for people) and technical practices (Azure policy + RBAC +
ARM) that ensure integrity through the complete life cycle of business data, in Azure or

on-premises.
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Data Classification

Plan / Identify /
data / profile

Reclassify / data

H H Deploy /

classification/
enforcement

Review /
classification/ log °

Figure 7-12. Azure Deming model for data classification

You begin with a plan to identify the data assets that are expected to be migrated
to your Azure tenant. Once the classification is started and policies are written, you
may want to review creating a custom Azure policy that helps support the confidential
data. The checks include the validation for reporting from policies, Azure log audits,
and access to data. Finally, you modify data classification or move data that should be
reclassified based on the cyber security risks.

You may be asking how to classify data, and a simple example can be reviewed in
Table 7-2.

Table 7-2. Data sensitivity with two different classification labeling

Sensitive Level Classification Example 1 Classification Example 2
High Confidential Restricted

Medium Internal use (not for public use) Sensitive

Low Public use approved Unrestricted

One area that is sometimes overlooked is the ownership roles of the data and of the
custodians. Data on-premises and data that is migrated to the cloud should have clearly
identified owners. In addition, there you should have custodians identified in both roles
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and groups because the custodians are often in charge of data edits or relocation. As an
Azure administrator, you do not fall into either the owner or custodian automatically;
the separation of services applies to everyone when it comes to data. If an Azure
user is an administrator and a custodian, they should be required to use a separate
account to complete custodial work for auditing purposes. Your governance framework
must support data in Azure and require separation of duties and clear processes and
procedures to support through the entire life cycle of the data.

Refer to Table 7-3 for roles and rights to data.

Table 7-3. Sample representation of data users’ roles

Role Create Edit/Modify Delegate Read Backup/Restore
Owner X X X X X

Custodian X

Administrator X

User X X

Users are often allowed to input data, edit data, and update data based on their work
for the business. However, the information they can see may be restricted based on
classifications of the data, users, or both. Questions that need to be answered about the

type of data you are saving include
o Intellectual Property (IP)
o Personally Identifiable Information (PII)
o Financial data
e Government regulatory compliance

Data classification is your responsibility. However, Microsoft provides some help
with identifying data classification using the Azure portal or automatically with Azure
Policy. Additionally, Azure SQL Databases support data classification automatically. You
should be aware of each of these solutions.
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Azure Resource Manager (ARM) tags should be used to provide metadata
information about the storage. The tags are a name-value pair that can be appended
to the data. Classification tags would be used to apply based on how you classify data
in Azure and allow the management of resources through Azure Policy. You should
consider logically organizing the tags in business categories based on the department
and data value to identify ownership for billing in reports.

Azure supports the use of policy to automatically apply when the resources or data
are deployed. You can test the policy in an Azure development subscription and then
include the data classification policy in a Blueprint version. There are characteristics of

Azure tags to be aware of:
e 50 tags to resources (i.e., resource group).
¢ 512 characters for names.
e 256 characters for value.

o Names cannot contain special characters (<>/\&!).

Note Azure Active Directory P1 includes Azure Information Protection which
scans business documents based on defined criteria and in real time suggests a
classification directly in email to applying labels confidential.

Bl save B Deleteall ) Revert changes

Tags are name/value pairs that enable you to categerize resources and view consolidated billing by applying the same tag to multiple resources and resource groups. Tag names
are case-insensitive and tag values are case-sensitive.Learn more about tagsc?

Name © Value O
created by ¢ marshall copeland j Q-
[ production ] A [ network team ] B D

|

Figure 7-13. Azure tag editing portal view

You can use the portal to apply tags to resources as shown in Figure 7-13. Once
the Azure resources have a tag applied, the searching and protection of data can be

supported.
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You can also use Azure Policy to enforce a tag when cloud administrators create the
resources. The JSON language is created; default values should be used and additional
restrictions mandated. The example code in Listing 7-2 shows the default value of
customer data, owned by the sales team.

Listing 7-2. JSON tag value-name pair example for Azure policy templates

{
"$schema”: "https://schema.management.azure.com/schemas/2019-04-01/
deploymentTemplate.json#",
"contentVersion": "1.0.0.0",
"parameters": {
"tagName": {
"type": "string",
"defaultValue": "CustomerData"

1
"tagValue": {
"type": "string",
"defaultValue": "SalesTeam"
}

1

"variables": {},
"resources": |

{
"type": "Microsoft.Resources/tags",
"name": "default",
"apiVersion": "2019-10-01",
"dependsOn": [],
"properties": {
"tags": {
"[parameters('tagName')]": "[parameters('tagValue')]"
}
}
}
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Data discovery and classification are supportive of sensitive data. Azure SQL
Databases support a method to discover, classify, label, and protect sensitive data
inside the Azure SQL Database. As part of the Advanced Data Security offering, PII data
like healthcare, financial, and business-related data can be discovered, labeled, and
protected. You can use the Azure portal to apply the discovery and classification with a
greater detail provided in the exercise.

ENABLE SQL ADVANCED DATA SECURITY

1. From the Azure portal, connect to the SQLDB1 database created in exercises
from Chapter 3. Select the database overview and then select the Advanced
data security menu.

2 corp-db-mgr | Advanced data security

SQL server

[0 seareh (ctri+n | @« Bl save X piscard < reedback

ADVAMCED DATA SECURITY

TR ..
«@» )

2 Active Directory admin

@ S50l databases

& sQL elastic pools

W Deleted databases
=+ Import/Export history
@ oTU queta

1! Properties

B Locks

Ed Export template

Security

@ Advanced data security

Ea Auditing

Q@ Firewalls and virtual networks
«ls Private endpoint connections
@ Transparent data encryption
Intelligent Performance

Automatic tuning

§7 Recommendations
Meanitoring

@ Logs

Support + troubleshooting

2 New support request
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Advanced Data Security costs 15 USD/server/manth. It includes Data Discovery &
c fication, Vi ility A and Ad Threat P ion. We invite
you to a trial period for the first 20 days, without charge.

VULNERABILITY ASSESSMENT SETTINGS

Subscription

Azure subscription 1

Storage account

sglvawSznbjedjzvay

Periodic recurring scans (0
-« o)

Scans will be triggered automatically once a week. In most cases, it will be on the day

Vulnerability Assessment has been enabled and saved. A scan result summary will be sent

to the email addresses you provide.

Send scan reports to ©

| security®jacobslabs.com

[] Also send email notification to admins and subscription owners (D

ADVANCED THREAT PROTECTION SETTINGS

Send alerts to @

| security@jacobslabs.com

|7] Also send email notification to admins and subscription owners (O

Advanced Threat Protection types
All

(@ Enable Auditing for better threats investiaation experience
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2. You can keep the default setting for the storage account to write the data for
ADS. Enter a valid email address for reports and alerts. Select Save at the top

menu.

3. Select the database, then select the db1 overview view, and scroll down
the menu to review the Advanced data security discovery. Select the Data
Discovery & Classification dashboard.

Home » SUNL Servers » Corp-an-mgr » Aol (Corp-an-mgriani)
@ db1 (corp-db-mgr/db1) | Advanced data security

SOL database

2 Search (Ctrl+/) | « 33 settings < Feedback

e

B Locks

a

Ed export template

; Data Discovery & Classification
Integrations

& Stream analytics (preview)

0
; oL
Security
@ Advanced data security
B Auditing Recommended columns to classify
& Dynamic Data Masking Column Sensitivity label
Transparent data encryption @  FirstName Confidential - GDRR
%  LastName nfidential - GDPR
Intelligent Performance LastNamea Conficent DPR
@ Emailaddress Confidential

£* Performance overview
U7 Performance recommendations

& Query Performance Insight

4. ltis important to review the recommendations first, and then you can change
sensitive labels. Select the (i) We have found 15 columns with classification

recommendations » to review the discovery items.

Home » SOL servers » corp-db-mgr > db1 (corp-db-mgr/db1)

=) Data Discovery & Classification
t 3 Configure <7 Fescback

@ We have found 15 columns with classification recommendations =

Querview Classification
Classified columns Tables containing sensitive data
0/109 0f12
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5. This sample database view provides the tables, columns, and sensitivity label
applied during the discovery process. Take time to scroll through the results.

Home > SOL servers  corp-db-mgr » dbl {corp-db-mgrids1)

-] Data Discovery & Classification ®
= Ko t add classification 7 Feedback

Overview Classification Learn more - Getting Started Guide o

15 columns with {Cck 1o minimis LT

[®] setect an | Schema: 2 selected || Table: 5 sebected || Fiiter by column Information nype: 5 selected || Sensitivity label: 2 selected ~ |
Schema Table Colurn Infarmation type Sensaivity labal

= SalesiT Customer Firstama Mams Confidential - GOPR

| SaleaT Customer Lasthisme Hame Canfidential - GOPA.

ﬂ SaleslT Customer Emailaddress Contact info Cenfidential

= SalestT Customer Fhone Contact Info Confidential

O SalestT Custormer PasswordHash Credéntials Confidential

D Salesid Customer Passworgiall Credentals Cenfidential

6. Select the first four recommendations to enable the option to save the
labeling provided by the discovery process. Select the Accept selected
recommendations, which are now highlighted.

7. The classification can be modified if your business has different Pll data
requirements. Use the drop-down arrows to change the information type or
sensitivity label. Click Save in the top-left icon.

8. Return to the Database overview and select the Advanced data security menu
to validate the four information types are displayed.

;_‘1 Data Discovery & Classification

0 conFpznTIAL - GORR
e | conmpenmaL

Recommended columns to classify

Column Sensitivity label
@  PasswordHash Confidential
™  PasswordSalt Confidential
%  UserName Confidential
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9. Advanced data security does provide a vulnerability assessment against the
database. To enable, select the database, then select the db1 overview view,
and scroll down the menu to review the Advanced data security discovery.
Select the Vulnerability Assessment and click Scan at the top-left icon.

Home > db1 (corp-db-mgr/db1) >

@ Vulnerability Assessment

{corp-db-mgr/db1)

@ Scan + Export Scan Results ‘:D Scan History W reedback
Total failing checks Total passing checks Risk summary Last scan time
0 0 0 o High Risk 0

Medium 0

Low Risk 0

10. This sample database is small and only takes a few moments to scan with
results provided. Return to the portal view for SQL servers, and select the

server name and the db1 overview. Notice the Vulnerability Assessment ranking
of high, medium, and low risks.

Home > 5QL servers > corp-db-mgr > db1 (corp-db-mgr/dib1)

2 db1 (corp-db-mgr/db1) | Advanced data security

S0L database

|P Search (Ctri+/) | « €5 settings < Fesdback

B Locks
EX export template

Dg Data Discovery & Classification 6 Vulnerability Assessment
Integrations

| Hice risk raLunEs
T Stream analytics (preview)

8 | mzoim mise ruLuRes
emaL | vow misk raiuzEs

Security 4
@ Advanced data security
B Auditing Recommended columns to classify Failed Checks
# Dynamic Data Masking Column Sensitivity label SECURITY CHECK RISK
@ Transparent data encryption W FirstName Confidential - GDPR O server-level firewall rules... High

A T LastName Confidential - GDPR & 'dbo’ user should not be ... Medium
Intelligent Performance
. % Emailaddress Confidential A& Sensitive data columns 5. Medium
B* Performance overview

U5 performance recommendations.
B Query Performance Insight

Automatic tuning
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11. Select the Vulnerability Assessment dashboard to reveal the details of scanning.

Home » db1 (corp-db-mgr/db1)

-] Vulnerability Assessment

[corp-db-mgridp1)

@ scan 4 ExportScanfesults 15 ScanHistory WP Feedback

Total failing checks Total passing checks Risk summary Last scam time.
s o 45 ® High Risk 1 — Wed, 26 Aug 2020 14:34:03 SOL Vulrerability Assessment
Medium  eee—  UTC
Low Risk 2
Findings (5) Passed (45)

[ Filter by 1D or security check |[ cxtegory: al selectea || riste an selectes

w
] *4  SECURITY CHECK T APPUESTO T4 CATEGORY T4 RISK T4 ADDITIONAL INFO

VA2065 Server-level firewall rules should be tracked and maintained st a strist minisum B rmaster Surface area reduction 9 High Sheald set an initis baseline
Va4 ‘dibe’ user shauld not be used for normal sanice operation 8 o Surface area reduction i Medium

VATZE8E Sensitive data columns should be dassified & dv Cata protection & Medium

VAZ13D Track all users with access to the database B a1 authentication & Autherization 9 Low Should set an initia| baseline
VA2130 Track all users with access to the database B, rraster Authenticaticn & Authonzation 0 Lew Sheuld set an initis| baseline

You are provided with priority details of the database with red as a high risk. If this were a
production database, the security team can use this data to perform security remediation,
working with the data owners and data custodians. You can export the scan results to be
included in an executive report.

You can review the ADS vulnerability scans from inside the database server settings.
You can choose to select all the Advanced Threat Protection types (refer to Figure 7-14)
or options for SQL injection only.

Home > db1 (corp-db-mgr/db1) > Database settings > Server settings >

Advanced Threat Protection types

[] an

[] saL injection @

ﬂ SQL injection vulnerability ©
[] Data exfiltration @

[~] unsate action ©

[] Brute Force ©

[+] Anomalous client login @

Figure 7-14. Cyber security threat protection types from ADS
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Azure Security Center, configured in Chapter 5, provides the overview of your tenant

and subscription. From the Azure portal, search for Security Center and review the

overview page as provided in Figure 7-15.

Home > Security Centar

@ Security Center | Overview

Showing subscription ‘Azure subseription 1

« W Subscriptions [ wWhat's new
O ovenview £am more »
.
& Getting started
Ml Pricing & settings
& Community - .
' Resource security hygiene

5 workflow aut ion =
d Workliow sutomatio Recommaendations Fesource health by severity Netwarking
¥ Inventory [Preview)

7 = 4 Compute & apes rescurcas ot e 4 Unheaithyressucer
FOLICY & COMPLIANCE

witeand = B Data & storage resources “e® 10 eeutsred rmcurces

3 Coverage 3 S —

Lowr Sanvarny 1 Identity & access resources There ace O high severity rezommendations to
© secure score 3 & — I ’ e
% Security pelicy # 7 Unhealthy resources e o et e

*. Regulatery compliznce Review and improve your Secure Score

RESQURCE SECURITY HYGIENE
n Review and reschve security vulnerabilities to improve your Secure Score and secure your workload

Figure 7-15. Security Center’s resource security hygiene recommendations

From the Security Center overview, when you select the resource item it is
displayed using a severity view priority. The same type of priority view is also automatic
when viewing the data and storage resources; the information provides the needed
guidance details to bring the security risk for the Azure object into compliance. This
is another example of how Azure Security Center is providing integrated security to
identify, alert, and recommend security remediation steps to improve the overall
business security profile. Security provides prioritized guidance and remediation steps
as shown in Figure 7-16.

A Security Checks

Findings  Passed

10 Security Check Category

Applies To Benchmark Severity
WAZ055 Server-level firewall rules should be tracked and maintained at a strict mirimum Surface Area Recucticn 1 of 1 datatases o High
WAT143 ‘dbe’ wier should not be wied for normal senvice operation Surface Area Recuction " of 1 datakases FecRAMP A Medivm
VALZ38 Sensitive data columns should be clastified Data Protection 1of1 A Medium
WAZ130 Track 38l users with 3ccess 10 the database Authentication And Authorization 2of 2 dnabases S0 0 Low

Figure 7-16. Security Center remediation steps and severity view
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AZURE TENANT, SUBSCRIPTION, AND RESOURCE DATA

The first step is to create an Azure Tenant; then you can create the first Azure subscription.
You then use the Azure subscription to start enabling resources for your business
infrastructure, and data about how the solutions perform and other metadata is created.

The metadata generated by the Microsoft Azure Subscription and all the resources within, is
used to provide a better cloud experience. There are types of data that you should be aware of
as they are part of the data you own. Microsoft Azure creates data about your business using
the Azure services, and Microsoft uses that data to improve Azure services. First is customer
data; all data, including text, sound, video, and images, are customer data. Diagnostic data,
discussed in Chapter 4, is collected or obtained from software locally installed in connection to
the Azure Enterprise. Service-generated data is data derived from Azure online services, used
by Microsoft as performance, security, and scaling Azure services.

Additionally, there is a professional services data, processed by Azure upon authorization and
through professional services engagements.

Data Retention

You have started to move Azure policies in place, creating projects to support Azure
Blueprints, and have helped data owners classify data. Now you need to reduce business
risks by deleting old content to save cost in Azure and create a retention policy that
supports your compliance needs. Data retention in Azure Sentinel’s Log Analytics
workspace is 2 years and 720 days in Microsoft Azure metrics.

Retention policies can be divided into four main areas for the Log Analytics workspace:

e SQL database (backups)

e Virtual machine (backups)

e Azure Monitor Logs/Metrics
e Azure Blob storage

Azure services are correlated in resource groups to help maintain the business life
cycle of individual services that create an application of business applications. The same
is true for data retention.
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SQL database backups require an understanding of the settings for business to
support the retention policy - backups using SQL Server technology, not a separate
Azure service. A “typical” backup policy may look like this: full backup of the database
every week, differential backups every 12 hours, and transaction logs every 10 minutes.

The backups are stored in read-access geo-redundant storage (RA-GRS) blobs that
are replicated. There are two types of backup to consider for your retention policy,
“point-in-time” and “long-term retention.”

Point-in-time retention takes a database backup automatically every 7 days, so you
never have 8 days in this backup life cycle. These backups are automatically deleted.

Long-term backup retention is configured for each customer and supports a
retention period of up to 10 years.

Azure VM Backup retention uses the Azure Backup service for all VMs. The VM disks
are copied into the Azure Backup vault. Azure recovery points are the same reference
as a VM snapshot, and there are many recovery points that may be created per VM, up
t0 9999. The backup policy is flexible to create a retention period. Figure 7-17 shows the
Azure portal to configure VM backup settings. The default setting is to retain the backup
for 180 days.

Home > secvml

& secvml | Backup

|D Search (Ctrl+) | &«
Welcome to Azure Backup fer Azure VMs
Operations > @ Simple and reliable VM backup to the Azure. Learn more. Charges are based on

X astion

Review the following information and click on Enable backup’ to start protecting your VM.
& Aute-shutdown Recovery Services vault (0

& eackup (®) create new (O Select existing

& Disaster recovery | vaunes? ¥

B Update management Resource group

& Inventory

=1 Change tracking

® B

Policies

EY Runcommand
Menitoring

@ insights
L

fid Metrics

B Diagnostic settings

P Logs

Configuration management (P...

seécurity-vm-rg e
Create new

Choose backup policy @

| (new) DailyPolicy e
Create a new policy

BACKUP FREQUENCY

Daily &t 11:00 AM UTC

RETENTION RANGE

Retention of daily backup point

Retain backup taken every day at 11:00 AM for 180 Dayls)

Figure 7-17. Azure Backup page to configure a backup retention policy
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Azure Monitor Logs include logs (refer to Chapter 4) and performance data when
the insight metrics option is selected. The operating system data is collected, and Azure
host data is collected. Also, the Log Analytics data collection includes data from Azure
tenant services such as Azure Active Directory.

Activity logs written to Log Analytics cannot be modified or deleted for reporting
and auditing purposes. The logs are stored event data for 90 days; however, you can set a
retention (refer to Figure 7-18) for 30 days up to 2 years.

One of the best practices is to set a retention policy to keep data available for up
to 30 days and stream the data into an Azure Event Hub at the same time you write to
the Log Analytics workspace. The Event Hub could have a longer retention time and is
configured in the same way Monitor Logs are saved into the Log Analytics workspace.
Figure 7-18 shows the Data Retention slider from the Usage and estimated cost menu of
Log Analytics.

Home > CorpAnalyticsV

’ Data Retention x
(o] CorpAnaIytlcsWorkspace1 | Usage and estimated costs

polsr pricing plan. Longer
ention can also be

is includs

pace summary =

722 Usage Chz
= view Designer . 9 Data Retention (Days)

Billable data i
# workbocks bt 30
® Logs
Retention for Application Insights data types default to 90 days and

& Selutions w fit is ever 90 days. To set the

e s " m n e less than 90 days, set the retention o
1 Pricing tier Pricing Tiers sach of these data ypes. Learn more
I Usage and estimated costs ~ Pay-as.you-go |

Figure 7-18. Log Analytics retention slider, 31 days to 720 days

The Blob storage management life cycle includes multiple tiers - Hot, Cool, and
Archive. During the life cycle, it includes immutable storage which allows you to store
the business-critical data in write once, read many (WORM). Data can be read but not
modified or deleted. The service is available for general-purpose V2 Blob storage in
Azure regions. It is normally used to protect critical data, that is, prevent ransomware
from modification or deletion. Azure administrators do not have privileges to edit the
data.

Blob is immutable storage, and it supports holding data based on two use cases for
business. The first use case is “time based” which allows data to be read but not modified
or deleted until the retention time expires. The second use case is “legal based” which,
without an interval, allows the data to remain read only until the legal hold is cleared.
Refer to Figure 7-19.
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» Microsoft.StorageAccount-20200826185740

» legalholdstaragel

container1 | Access policy

Contasiner
[ overiew
f Access Control (1AM}
Settings
Access policy
HI} Properties

0 Metazata

& sme

Stored access policies

Identifier Start time

policy hold 8/26/2020, 12:00:00 AM
<+ ada policy

Immutable blob storage (0
dentifier

Mo results

{ add policy
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containerl

Expiry time Permissions
5/30/2020, 12:00:00 AM f
Edit policy
identifier * Permissions
Retention interval [(petiey hoid ] | 2 sabected %
Start ime Expiry time
08/26/2020 (3 120000 AM | [ 03/30/2020 [9)| 12:00:00 AM

(UTC-0800) Central Time (U~ | [ (UTC-0600) Central Time (s .. w |

o (e

Figure 7-19. Azure container storage with storage access policy

Blobs in one or both holding classifications require you to understand a few Azure
features. At the end of the holding time or legal hold, data is moved into the WROM state
in less than 60 seconds. Blob stays in an immutable state until all legal holds are cleared.

Refer to Figure 7-20 for legal holds or time-based hold settings.

containerl | Access policy

Container

| P Search (Chrl+)) | “
B cverview
o Access Contrel (LAM)
Settings
Access policy
U Properties

0 Metadata

B save
Immutable blob storage

Policy type @
[ egal hotd ~

Time-based retention

Legal hold

s gy

Ao LU PP A

able blob storage of

Figure 7-20. Immutable Blob storage retention options, time-based and legal hold

Legal holds can remain effective even after the time-based has expired. And if the
time-based hold has expired but still has a legal hold in effect, data cannot be deleted.
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Note You can download the Microsoft Cybersecurity Policy Framework at www.
microsoft.com/en-us/cybersecurity/content-hub/Cybersecurity-
Policy-Framework.

Summary

In this chapter, you were introduced to the Azure governance framework model to
support your real-world management of an Azure tenant and subscriptions. The use of
management groups to support your governance requirements was shared and how it
provides a layer above subscriptions and policies.

You learned about Azure policies, built-in and custom, and how you apply them to
subscriptions and resources. You learned that Azure policies are from both the Policy
page and Security Center. The compliance reports are presented in the Azure Security
Center portal and support in improving your Azure security score.

Next was Azure Blueprints, where you learned to combine the Azure policies, the
ARM templates, and version control to enable faster and more secure deployment of
the infrastructure. Finally, you learned how to set up budget alerts to help projects stay
under budget and how Azure data governance is achieved for Azure storage resources.
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